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Abstract— The Internet of Things is very useful for real-time 

data acquisition and field monitoring. The results can be 
analyzed to improve system reliability and efficiency. One object 
of the system that requires this is a renewable energy system such 
as a Solar Power Plant. Performance ratio is a measure of the 
performance of solar power plants. Its value will determine the 
increase in energy costs over time. It is therefore important that 
its value can be predicted in the future. However, because of its 
fluctuating value, it needs to be decomposed before the trend 
value is taken. The value of this trend will be predicted later. 
ARIMA is used as a method for predicting time series. One-step 
and multi-step predictions are applied and compared. The 
ARIMA prediction results are compared with other methods 
such as SVM and Multiple Linear Regression (MLR). Obtained 
by ARIMA, the prediction results are more accurate than SVM 
and MLR which are marked with the smallest RMSE value, 
0.008 and the closest R2 to 1, 0.98. One-step prediction also shows 
higher prediction accuracy compared to multi-step predictions. 
 

Index Terms— Multi-Step Prediction, One-Step Prediction, 
Performance Ratio, Solar Power Plant   
 

I. INTRODUCTION 
HE growing technology called the Internet of Things 
(IoT) originated from the proposal advised by Ashton, a 

Professor from MIT Auto-ID Center in 1999. Currently, IoT 
has become the backbone for a combination of services from 
various applications. As a result, many electronic tools around 
us can communicate with each other via the internet. Fig. 1. 
depicts the IoT architecture which consists of 3 layers, namely 
perception layer, network layer, and application layer. This 
perception layer is in the form of sensors, actuators that can 
recognize or influenced by environmental conditions and are 
connected to the internet. The network layer is the part that 
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does communication between 'things'. Then the benefits 
received by humans are called application layers [1].  

Compared to traditional industrial communications using 
internet to illustrate [2][3], IoT empowers 'things' to 
communicate and coordinate with one another. Because the 
number of 'things' is very large and varied, then it is necessary 
to have integrated access that allows communication to occur. 
This is a major problem in the IoT field [1]. Because of this 
important role, IoT has also been defined as one pillar in 
Industry 4.0 [4] [5]. 

 

 
Fig. 1.   General IoT architecture [1] 

 
IoT has extensively used in many cases such as flood early 

warning detection [6], vehicle tracker [7], ambient 
environmental quality monitoring [8], water quality 
monitoring [9], and many others field. One system that really 
needs monitoring online is an energy system such as Solar 
Power Plants. Solar Power Plants need to be applied by IoT so 
that it can be known as soon as possible the results of the 
production of energy, current, voltage and others arrived. They 
are used for monitoring, management and prediction purposes. 
The acquisition data using the IoT system is then processed 
for future analysis purposes.  

One case to be concerned, in the tropics the solar cell 
system has a low reliability compared to clemency region 
[10]. Therefore, it needs good management so that the solar 
power system can overcome this reliability problem. One of 
them is by predicting the decrease in the ratio of solar cell 
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performance. The result of this prediction will give 
consideration and proposals for the needs of maintaining or 
replacing the system for increased reliability. In this paper, the 
prediction is done using Autoregressive Integrated Moving 
Average (ARIMA) time series method which has been used in 
many areas of research [11][12].  Its accuracy is then 
compared to Support Vector Machine (SVM) and Multiple 
Linear Regression (MLR) [13]-[17]. In other words, this paper 
will contribute on the application layer at Fig.1. 

II. METHODS 
The research is implemented by utilizing data collected 

from 2015-2018 by the IoT system of the solar power plant at 
Energy Management Laboratory, Institut Teknologi Bandung. 
The IoT architecture used to collect data is depicted in Fig. 2 
[18]. Data of Battery system, photovoltaic array, and 
electricity load are collected by the local module or by IoT 
means and transferred to HMI for the display. They are also 
stored in the cloud system and can be used for further analysis. 
These data are then processed through 4 stages as shown in 
Fig. 3 to make performance ratio prediction.  

 

 
Fig. 2.  IoT Architecture at the Energy Management Laboratory [18] 
 

 
Fig. 3.  Stages of research 

A. Performance Ratio 

The performance of a solar cell system over time can be 
assessed using the performance ratio. If the performance ratio 
of a solar cell system decreases then it means higher costs for 
energy use. The overall loss experienced by a system due to 
temperature, inefficiency, and component failure can be 
determined by Performance Ratio ( ) analysis. 
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ACEN  is AC (Alternating Current) power that generated from  
solar cell system (W), 

STCP  is the total of modules installed 
power (W), 

POAG is Irradiance from sun that hits the module 
(W/m2) and 

STCG is Irradiance under standard test conditions 
(10000 W/ m2) [19]. When calculating the performance ratio 
using (1), there were some missing values of electrical 
variable such as voltage, current and AC (Alternating Current) 
energy produced from the PV system. To overcome, the 
estimation of performance ratio is done according a method in 
[20] by using environmental data and applying Principal 
Component Analysis to extract the important feature from data 
and Support Vector Machine as machine learning to make 
prediction (PCA-SVM).  

B. Performance Ratio Prediction 

The calculation is made in one-step and multi-step. One-step 
predictions are a prediction for one period in the future. The 
periods are varied into one day, one week, two weeks, three 
weeks and one month, so that the prediction models are 
obtained up to one month or more. Multi-step predictions are 
predictions for several periods in the future so that once a 
prediction is made, the obtained results are several 
performance ratio data in the future according to the steps 
given in that period. For example, in multi-step predictions for 
one week, the number of steps used is four, so the predictions 
obtained up to the next month. One-step predictions have been 
used in [21][22] and multi-step predictions have been applied 
in [23][24]. The stages of prediction can be seen in Fig. 4. 
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Fig. 4.  Predictions flowchart 
 
In this paper, the ARIMA time series prediction method is 
used to predict performance ratios in one-step and multi-step.  

1. ARIMA 

The ARIMA model is generally used because it is quite robust 
and easy to implement. ARIMA ( ), ,p d q  can be explained as 
follows: 

• p  is the degree of autoregression (AR) of the model, 
and the number of the previous measurement series 
used for prediction. 

• d  is the differential degree (I) to make the model 
stationary. 

• q  is the degree of moving average (MA) of the model 
and the number of previous prediction errors that 
used. 

Mathematically, the ARIMA ( ), ,p d q  model can be expressed 
as:  

1 1

p q

t t m t i n t j
i j

y c y eφ θ− −
− −

= + +∑ ∑              (2) 

where tc  is a constant and represents the average time series 
value in question, mφ  is the m-th coefficient of the 
autoregression parameter, nθ  is the n-th coefficient of the 

moving average parameter, ty  is the result of prediction on t. 

The notation t iy −  is the value of y  in (t-i)  and t je −  is the 

prediction error when compared to the actual value in (t-j) 
[25]. 

Machines learning, in this study SVM and multiple linear 
regression, are implemented as comparisons to ARIMA. 

2. Support Vector Machine (SVM) 

According to [26], suppose ( ),  D x y  is a given set of n input and 
output data pairs that need to be processed. It can be written as 

( ) ( ) ( ) ( ){ }1 1 2 2,  , ,  , ,  ....,  ,   .n
n nD x y x y x y x y R x R∈= . The sets of 

these paired input and output data are displayed as 
{ }1 2, , nX x x x= … , { }1 2, , , nY y y y= … respectively. We 

assume { | ( ) . , }T nF f f x x b Rω ω= = + ∈ is the regression 
function. The main goal of regression using SVM is to achieve 
the optimal value ω . This value is then used to form an 
optimum hyperplane in the case of data that can be linearly 
modelled. In the nonlinear case, a non-linear mapping to a 
higher dimension is required so that linear regression can be 
carried out on this dimension. The data can most likely be 
separated linearly at these higher dimensions. This 
optimization task then can be viewed as a minimization of:  
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which fulfills: 

'( . ( ) ) 1 0, 1,2,3....., 0i i iy x b i Cω φ ε ε+ ≥ − ≥ = >        (4) 

Consecutively, ε , C and ( )*,i iξ ξ  define the precision 
parameter , the constant, and slack variables that determine the 
balance between the flatness of f   and tolerance of ε . To be 
able to predict non-linear data, the kernel is applied to SVM. 
The kernel ( , )i jK x x  such as Linear, Sigmoid, Radial Basis 
Function (RBF) and Polynomial are commonly used to replace 
the dot product ( )ixφ in higher dimensions [26]. In this 
paper, RBF is used to carry out this task. In some 
combinations of parameters, RBF is considered to be linear 
and sigmoid, resulting in higher accuracy [27]. 

3. Multiple Linear Regression (MLR) 

MLR is commonly used to compare the influence of several 
independent variables on the dependent variable. The 
relationship between the independent variables and the 
predicted variables is assumed to be linear. Although simple 
but this method has been used widely and gives quite good 
results. Multiple Linear Regression is expressed by the 
following equation [28]: 

1 1 1 2 ... n nY a b X b X b X= + + + +               (5) 

Y is the target or dependent variable, a   is a constant, 
b1,b2,..bn are regression coefficient, and 1X , 2X ,…, nX are 
independent variables 

III. RESULTS AND DISCUSSIONS 
A. Data Decomposition 

Data decomposition is done to estimate the trend value in 
the data. This is done to remove noise and seasonal data from 
the data. In addition, trend data are more predictable and 
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produce high accuracy. Trend data also represent the 
movement of the average performance ratio because this is the 
moving average value. In this process, the moving average is 
made every three data so that the trend data represent the 
original data properly. The decomposition results can be seen 
in Fig. 5. 
 

 
Fig. 5.  Decomposition of Performance Ratio Data 

 
B. Performance Ratio Prediction 

Predictions are made using ARIMA which the prediction 
results accuracy is then compared with SVM and MLR. In 
order to obtain optimal prediction results, optimization of the 
parameters , ,p d q is done by applying Grid Search [29]. For 
the comparison, SVM parameter optimization is done except 
multiple linear regression (MLR) because it does not have 
parameters that need to be optimized. One example of 
optimization of ARIMA and SVM parameters in the 2 week 
prediction period can be seen in Fig. 6 and 7. The optimal 
ARIMA parameters , ,p d q  are 0,1,2. The obtained optimal 
parameters SVM are C = 82, γ  = 0.25 and ε  = 0.0008. 

 

 
Fig. 6.  ARIMA parameters optimization 

 
Fig. 7.  SVM parameter optimization 
 
 

 
C. One-Step Prediction 

One-step predictions were performed using ARIMA and 
Fig. 8 shows the results. ARIMA shows good prediction 
results because the prediction results follow the patterns in the 
test data very well in all prediction periods. This is indicated 
by the high 2R and r  values of more than 0.93 as shown in 
Table 1. 2R and r  show how well the prediction results follow 
the patterns contained in the test data. The closer the value to 1 
indicates the better the ability of prediction results to follow 
the test data pattern. In addition, the RMSE value for each 
prediction period is also very small at a maximum of 0.02. 
This indicates that one-step ARIMA has been able to predict 
the value of performance ratio. 

ARIMA also gives more accurate predictions than SVM and 
MLR. ARIMA RMSE value is smaller than SVM and MLR in 
each prediction period so that the ARIMA prediction results 
are closer to the true value. The value of 2R and r  of ARIMA 
is also the closest to 1 compared to SVM and MLR so that the 
results of ARIMA predictions are better in following the 
pattern of test data. 

 

a. One day prediction 

 

b. One week prediction 
 

 

c. Two weeks prediction 
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d. Three weeks prediction 

 

e. One-month prediction 

Fig. 8.  Prediction of the performance ratio using ARIMA one-step 

TABLE I 
COMPARISON OF ONE-STEP PREDICTION ACCURACY 

Methods Accuracy 
One-step prediction 

1 day 1 
week 

2 
weeks 

3 
weeks 

4 
weeks 

ARIMA 
RMSE 0.018 0.009 0.008 0.01 0.009 
R2 0.93 0.97 0.98 0.96 0.96 
r 0.96 0.99 0.99 0.98 0.99 

SVM 
RMSE 0.023 0.011 0.009 0.01 0.017 
R2 0.89 0.96 0.97 0.94 0.87 
r 0.95 0.98 0.98 0.97 0.94 

MLR 
RMSE 0.024 0.011 0.009 0.01 0.02 
R2 0.88 0.96 0.97 0.94 0.86 
r 0.94 0.98 0.98 0.97 0.95 

 

D. Multi-Step Prediction 
 Daily data prediction is made into 7 steps ahead to predict 
up to one week in the future. The predictions are also made in 
the next 4 steps using weekly data to obtain prediction results 
up to one month in the future. Fig. 9 shows the prediction 
results. Table 2 describes the prediction accuracy using 
ARIMA, SVM and MLR. ARIMA shows a fairly good 
prediction result because the predictions results follow the 
pattern and quite precise to the test data as seen in Fig.9. This 
is quantified by the 2R , r  and RMSE values. In the prediction 
of 1 day with 7 steps and 1 week with 4 steps, the value of 

2R and r  of ARIMA is very close to 1 which means that the 
pattern in the test data can be well followed by the prediction 
results. In addition, the RMSE value in these two prediction 
periods is quite small, which means the prediction results are 
very close to the test data. So, it can be concluded that 
ARIMA can give good multi-step prediction of performance 
ratio data. 

 Multi-step predictions are also made using SVM and MLR. 
The accuracies of the predictions are then compared. ARIMA 
is obtained showing more accurate prediction results. This can 
be seen from the ARIMA r and R2 values which are higher 
than those produced by SVM and MLR. This means that the 
ARIMA prediction results are more able to follow the pattern 
in the test data. In addition, ARIMA RMSE value is smaller 
which means the prediction results are closer to the true value. 

 
 

(a)   Daily prediction with 7 steps 
 

 
 

(b)  Weekly prediction with 4 steps 
 

Fig. 9.  Predictions of performance ratio using multi-step ARIMA 

TABLE II 
COMPARISON OF MULTI-STEP PREDICTION ACCURACY 

Methods Accuracy Multi-step prediction 
1 day 7 steps 1 week 4 steps 

ARIMA RMSE 0.018 0.009 
R2 0.93 0.97 
r 0.96 0.99 

SVM RMSE 0.023 0.011 
R2 0.89 0.96 
r 0.95 0.98 

MLR RMSE 0.024 0.011 
R2 0.88 0.96 
r 0.94 0.98 

 
Predictions were made in several time ranges, namely 

predictions for one day, one week, two weeks, three weeks, 
and four weeks. To optimize SVM hyperparameter, grid 
search is implemented. For example, for the two weeks 
prediction, the accuracy grid is obtained as shown in Fig.7 
after testing all possible combinations of parameter value 
ranges. 

 
E. Comparison of One-Step and Multi-Step Prediction Results 

The results of one-step and multi-step predictions are then 
compared in Fig. 10. One-step prediction results show a 
smaller RMSE value and a higher 2R . This is due to the 
accumulation of errors in multi-step method. This method uses 
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the results of the previous prediction to make the next 
prediction so that the prediction error will increase with the 
number of steps made. However, multi-step 2R  is getting 
closer to one-step because the increasing base period means 
the pattern that must be followed decreases so that it will be 
easier to follow. However, the multi-step method has 
advantages because its prediction results for a month also 
show the changes on every day. This is different from one-step 
which only displays prediction results in the next month alone. 
Overall, based on RMSE and 2R , it was found that the one-
step method provides better prediction results. 

 

a. RMSE Comparison 
 

 
b. R2 Comparison 

Fig. 10.  Comparison of One-Step and Multi-Step Prediction Results 

The results of this prediction can be expressed in equations 
especially for the ARIMA and MLR methods. For example, 
in predictions for the next one week, ARIMA equations that 
refer to (2) can be expressed as: 
 

1 2 3

1 2 3

0.5410 1.4771 0.1199 0.3807
      0.0099 0.0101 0.9998

t t t t

t t t

y y y y
e e e

− − −

− − −

= + − −

+ − −
      (6) 

 
Using the MLR method for predictions one week ahead 
based on (5), the following equation is obtained: 
 

1 2 30.0286 1.2536 0.1457 0.1599t t t ty y y y− − −= + − −         (7) 
 

From these two equations, the value of the performance 
ratio of the previous one week is the most influential 
compared to the previous second and third values. This is 

evident from the coefficient of 1ty − which is greater than the 
others. ARIMA clearly has advantages over MLR because in 
its predictions it also takes into account the error of the 
results of the previous prediction. 

IV. CONCLUSION 

A method to accurately predict the ratio of solar cell 
performance was considered in the paper. Predictions were 
made by estimating the trend value from the moving average 
decomposition data. After that, a time series prediction model 
was made using ARIMA on one-step and multi-step. One-step 
and multi-step prediction gave high accuracy which shown by 
small RMSE. The results of prediction were also capable to 
follow the pattern of original data shown by both 2R  and r  
close to one. One-step prediction gave better prediction 
accuracy than multi-step. ARIMA resulted in better prediction 
accuracy than SVM and MLR in both one-step and multi-step 
prediction modes. These were marked by smaller RMSE value 
and higher 2R . 
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