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Abstract— In life, the heart is always required to always be in
good condition because the heart serves to pump blood that
carries nutrients throughout the body. Impaired heart function
can be fatal to human health, even some heart disorders can lead
to death. To be able to detect the presence of abnormalities or
disorders of the heart, it must be known in advance the working
rhythm or signal pattern of the heart itself. In this study the
algorithm KNN and the decision tree of the three algorithms was
used to search for the best results so that the initial diagnosis
error can be minimized. K-NN and the decision tree give the best
results with an accuracy of 97.373% and 95.87%, respectively.
Early detection of cardiovascular disease can be done with ECG
wave analysis based on Artificial Intelligence to make the process
more efficient. In this research, machine learning can classify
abnormal ECGs with maximum accuracy of 97.373%.

Index Terms— KNN, Decision Tree, ECG, Wave ldentification

. INTRODUCTION

ASED on data from the World Health Organization,

Cardiovascular disease is the leading cause of death
globally. In 2019, an estimated 18.6 million people died from
the disease, representing 33% of all global deaths. Of these
deaths, 75% were caused by heart attacks and strokes [1].
More than three-quarters of deaths from cardiovascular
disease occur in low and middle-income countries.
Cardiovascular disease is a disease that occurs due to impaired
heart and blood vessel function [2].

A previous study entitled "Predictions Based on Support
Vector Machine for High-Speed Rail Passenger Travel
Options in China" discusses the prediction of trains selected
by ferry. This can improve competitiveness in the
transportation market and lead to better high-speed rail
service. Then another paper “Detect Pedestrian" Orientation
by Integrating Use of Multiclass SVM Binary Decision Tree"
This research is to predict the possibility of a collision by
detecting pedestrians directions using the same method
namely binary decision tree-SVM using INRIA dataset
consisting of 2000 images. Results accuracy for Non-Ped
(Non-pedestrian) is 100%, front and left by 99%, right by
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95%, and behind about 90%. Apart from research above, also
conducts a study of research with the title The second research
on the application of Fuzzy K-NN method to determine
quality yield of sugarcane by Rahmi, et al, shows that FK-NN
is a method good for solving classification problems, where in
this study the accuracy of finding 98% using 175 training data
and 80 data tests.

Heart is the main organ in the cardiovascular system as well
as one of the vital organs in the human body [3]. In life, the
heart is always required to always be in good condition
because the heart serves to pump blood that carries nutrients
throughout the body [4]. Impaired heart function can be fatal
to human health, even some heart disorders can lead to death.
To be able to detect the presence of abnormalities or disorders
of the heart, it must be known in advance the working rhythm
or signal pattern of the heart itself.

Because the trigger for cardiovascular disease is closely
related to human lifestyle, implementing a healthy lifestyle is
the best way to prevent it. Such as not smoking and not
consuming alcohol, keeping the ideal weight, eating healthy
foods, exercising regularly, and detecting cardiovascular
disease as early as possible [5].

According to previous research mentioned earlier, to reduce
farmer mobility when detecting leaf disease, the writer
proposes using a method that starts with collecting a dataset
from the Plant Village repository in Kaggle [4], then doing a
test & train split on the dataset. Pre-processing will be done
after that. Pre-processing covers resizing & rescaling the
picture, rotating the picture by 35°, and adjusting the picture
saturation to get more features from a single picture (Data
Augmentation). After that, a Convolutional Neural Network
model will be built using ResNet-50 architecture, which is
expected to have 85% of minimum accuracy. The difference
of our method with the previous research is that we let the
machine learn itself to predict the disease, not using an expert
system.

Il. METHOD

The main reason for ECG analysis and monitoring is to
obtain information about the heart condition [6]. The attack of
heart disease is sudden and even the symptoms are rarely
shown. Long term monitoring is usually suggested, due to its
simplicity and safety reasons. It is important to detect
cardiovascular disease as early as possible so that counseling
and medications can be managed. One of the preventions is to
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conduct early detection of Electrocardiographic (ECG) Wave
Analysis [7]. To record heart rate activity can be used
diagnostic instruments in the form of electrocardiograms
(ECG), the doctor then analyzes the results of the heart record
to find out the condition and problems in the patient's heart
[8].

Heart rate rhythm is displayed in the form of sinus curves.
Generally, ECG curves consist of curves P, Q, R, Sand T [9].
The P curve describes the depolarization of the atrium, the
QRS complex curve describes the depolarization of the
ventricle, the T curve describes the repolarization of the
ventricle. The research work procedures in this study are given
in Fig. 1.
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Fig. 1. System Diagram of Proses Application

Fig. 2A indicates a normal sinus wave rhythm with the
characteristics of [10]:

e Regular rhythm

e Heart frequency ranges from 60-100 x/min

e Normal P curve (width < 0.12 seconds, height <0.3 mv,

positive in lead Il and negative in leadaVR) and
followed by complex curves QRS and T

e Normal QRS curve (between 0.06 to

0.12seconds)

e Normal PR curve interval (0.12 - 0.20 seconds)

If the rhythm of the sinus waves is not the same as these
criteria, it indicates abnormalities in the heart performance.
Abnormalities that can occur include supraventricular ectopic,
ventricular ectopic, and fusion beat.

Fig. 2. B shows the supraventricular ectopic with a
condition where the heart beats very fast, far exceeding the
normal heartbeat [11]. If the normal heart beats 60-100 times
per minute, then the supraventricular ectopic heart beats 140-
250 times per minute [12].

less than
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Fig. 2.C Ectopic ventricular is a performance disorder of the
heart pump in the chamber or ventricle part, which pulses too
fast and results in less blood pumped by the heart [13].

Fig. 2.D Fusion beats an impulse condition of the sinus
nodus delivered to the ventricle through the atrioventricular
nodes and joins the impulse of the ventricle. It is dangerous in
acute ischemic situations [14].

Identification of ECG signals must be made by an expert so
that there is no error in the diagnosis. Because of this, the
diagnosis process is quite time-consuming. Moreover, the
number of experts available is limited. Under certain
conditions, it is necessary to diagnose quickly, such as the
current pandemic period. Where many medical experts focus
on handling covid 19, whereas cardiovascular disease is no
less deadly. Not to mention the length of the queue at the
hospital because many people are panicking, so if they
experience a little complaint, they immediately flock to the
hospital. If the handling process does not run quickly, then it
can be fatal.

Literature study is research conducted by researchers by
collecting several books and magazines related to the problem
and research objectives. This technique is carried out with the
aim of revealing various theories that are in accordance with
the problem being studied as reference material in the
discussion of research results.

The retrieval of the dataset were processed from kaggle.
This dataset was used to explore heart rate classification using
deep neural network architecture and observe some of its
transfer learning capabilities. The signal corresponds to an
electrocardiogram (ECG) heartbeat to detect abnormalities in
the heart. Normalization of data is the process of making
variables that have the same range of values, nothing is too big
or too small so that it can make statistical analysis easier.

The process of making the ECG curve consists of P, Q,R, S
and T curves. The P curve represents atrial depolarization, the
QRS complex curve describes ventricular depolarization, and
the T curve describes ventricular repolarization. The process
of training and testing on the K-NN and Decision Tree
methods to get the accuracy of each method's detecting
abnormalities in the heart. The final result of machine learning
data processing using the K-NN method and Decision Tree.

One solution to overcome this is to make use of Artificial
Intelligence (Al) technology so that the initial diagnostic
process can be done faster and easier [15]. One method that
can be done is to apply machine learning algorithms to
identify the normality of ECG waves. In this study the
algorithm used is KNN, decision tree, of the three algorithms
will be searched for the best results so that the initial diagnosis
error can be minimized.

Actually, the heat from the liquid chiller is absorbed by the
refrigerant through another heat exchanger. That is why liquid
chiller is used in air conditioners in large buildings because
the air circulation in the building has a large volume, it will be
more efficient if you use a liquid chiller. For, the humidity is
the concentration of water vapor in the air, which its number
can be expressed in terms of absolute humidity, specific
humidity, or relative humidity. The relative humidity is a term
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used to describe water vapor contained in the water-air
mixture in the gas phase, while the temperature is a measure
of the state of the object, which determines the speed at which
the object receives or releases heat to its surroundings which
are different from that of the object.

A. Normal ECG Wave C. Ventricular Ectopic ECG Wave

B. Supraventricular Ectopic ECG Wave D. Fusion Beats ECG Wave

Fig. 2. Characteristics ECG Wave

I1l. RESULTS AND DISCUSSIONS

Cases of cardiovascular disease from year to year show an
increasing number, everyone can be infected with this disease.
Early treatment or detection is important in order to reduce the
risk of death that can be caused. Early detection of
cardiovascular disease can be done with ECG wave analysis,
in which case Al can help early detection more easily and
quickly. To do so Al requires a dataset used to train the
network. The datasets used in this study are sourced:
https://www.kaggle.com/shayanfazeli/heartbeat.

The dataset is ECG numeric signal data taken from87554
subjects consisting of 72471 normal, 2223 ectopic
supraventricular abnormalities, 5788 ventricular ectopic
abnormalities, 641 fusion abnormalities and 6431 unknown
abnormalities.

The first step is to import the required libraries and initialize
the headers.

import pandas as pd

ins = names
rint (df.head(2))
it (df.info())
print (df.describe())
Fig. 3. Import the required library

The second step is data assessment. At this stage, check
whether the dataset we use is empty, if it can be filled with the
number 0 or the mean value of the data. As well as checking
whether it contains outliers data; if it does, it can be
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eliminated. Because the dataset we use numerical data of ECG
signal that is numerical, null data and pencilan data are not
found

df.isnull().sum()
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Length: 188, dtype: intes

Fig. 4. The second step data assessment

Step three, convert the class to numeric. Normal = O,
supraventricular = 1, ventricular = 2, fusion = 3 and unknown
= 4. Next, create a x_values variable as input data and
y_values as target data.

walnee = AFTII#41 1090 1581 1ed) 1eC0 1efl 1ol 1e@1 1681 1o1A) 1e111 12191
X_/E...‘.‘S ar{jes’,'te’, Lo, Le, 00, e, U, TNE, TR, DY, UL, TR,

Fig. 5. Step three, convert the class to numeric.

Step four, build the network and train and test. In this
experiment, we used two algorithms: KNN and decision tree.
Each of us applies a split train and test data with a ratio of 7:3.
For KNN, we did some experiments by changing the value of
K while for the decision tree, experiments are done by
changing the depth. We do this to get the best accuracy of
each algorithm.

Train and test (KNN)

rain, y test = train test split(x values,y values,

test size=),3, randon state=l(

it transform(x train)

x tast scale = scaler,transform(x tast)

0N = ENeighborsClassifier(n neighbors=3)

N = IR 2 ( ral , 3
NN = KNN.fit(x train scale,y train)

y predict = KNN.predict(x test scale)
YF £ _Lest

Fig. 6. Train and test (KNN)

ISSN: 1942-9703 / CC BY-NC-ND @



22

Fig. 7. Conv matrix (K-NN)
Train and test (Decision tree)
from sklearn import tree

dt = tree.DecisionTreeClassifier(max_depth = 16, min_samples_split = &)
dt.fit(x_train_scale,y_train)

DecisionTreeClassifier(max_depth=16, min_samples_split=6)

y_predict = dt.predict(x_test_scale)

Fig. 8. Train and test (Decision Tree)

The results of ECG signal classification using K-NN and
Decision Tree algorithms are given in Fig. 9 and Table 1.

K-NN Results

Decision Tree Results

Fig. 9. K-NN and Decision Tree Results
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TABLE |
ACCURACY RESULTS OF K-NN AND DECISION TREE

K-NN Decision Tree

K Acc depth Acc

1 97.369 11 95.6

2 97.239 12 95.68
3 97.373 13 95.79
4 97.205 14 95.83
5 97.156 15 95.87
6 96.9734 16 95.79
7 96.882 17 95.84
8 96.851 18 95.83
9 96.771 19 95.76
10 96.722 20 95.84

IV. CONCLUSION

From these results, it is known that K-NN gives the best
results when the value k=3 with an accuracy of 97.373%
oracle to correctly classify 25577 data from 26267 data. The
Decision tree gives the best results when depth = 15 with an
accuracy of 95.87 or able to correctly classify 25178 data from
26267 data. So in this study, the K-NN algorithm performs
better than the decision tree. At the time, cardiovascular
disease can attack anyone due to an unhealthy lifestyle. Early
detection of cardiovascular disease is important so that early
treatment can be done to prevent the worst effects of this
disease. Implementing Machine learning can help this process
to be more efficient.
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