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Abstract— A series of processes that must be passed by each
student, including completing a predetermined number of courses,
carrying out practical fieldwork, proposal seminars, and final
project seminars, all of which are carried out towards graduation.
However, not all students can graduate on time according to the
study period taken, so sometimes it causes a pile of students who
do not graduate according to their graduation period. These
students’ graduation time cannot always be detected early, leading
to delays in graduates. To overcome this, a technique of the C5.0
algorithm forms a classification tree is proposed to predict student
graduation. The C5.0 algorithm has a pruning technique that can
trim the decision tree to be simpler, shorter, and boosting is used
to measure the level of percentage accuracy. From the test results
by applying the C5.0 algorithm using 300 students data from the
class of 2019 (with 210 for training and 90 for data test), the
percentage of recall, precision, accuracy, and error values were
about 94.28%, 80.48%, 88 .89%, and 11.11%, respectively.

Index Terms— C5.0 Algorithm, Pruning, Boosting, Graduation.

I. INTRODUCTION

N education, the Bachelor Program (SI) has a load of

approximately 144 - 160 cumulative credits, which must be
completed within eight semesters [1]. Each student must pass
the series of stages of the academic process until graduation by
completing education within a predetermined period,
otherwise, the student is declared Drop-Out [3]. Every year the
quota of students accepted is increasing, but not all of them can
graduate on time according to the study period taken so
sometimes it results in a buildup of some students who do not
graduate according to their graduation period [23].

Late graduation is likely to cause an extra workload for
faculty members because they must supervise more students at
a time. Therefore, the university usually has a strategy to
improve and maintain the on-time graduation rate [5][6]. The
time of graduation of these students cannot always be detected
early so that it can lead to delays in graduates. To handle this, a
technique to predict student graduation is needed [7].

The technique used in data mining and classification method
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will be used to predict student graduation [22]. Data mining can
extract educational data to improve the quality of the education
process [8] and identify strategies for improving students’
performance [9]. There are two aspects of students’
performance: academic achievement and learning progressions,
and this can be used to predict their success in finishing the
study on time [10][11] or to design interventions to prevent
failure [12]. Data mining has three main functions, which are
clustering data [13][14], classifying data [19][20], and
identifying association rules patterns [15]. The current student
performance prediction study shows that student performance
prediction is challenging due to educational data variants [16]
[17]. One of the data mining algorithms that can be used is the
C5.0 algorithm [19], the algorithm is the latest version of the
ID3 algorithm development and the C4.5 algorithm was
discovered by John Ross Quinlan [18]. Making a decision tree
in C5.0 is similar to C4.5 [20], the difference is that in C5.0
there is a boost. Boosting is a learning algorithm to reduce bias
[21] and variance. Boosting is a collection of algorithms that
can turn weak students into strong students [24] [25].

Several studies on the C5.0 algorithm have been carried out,
where the results obtained are that the C5.0 algorithm is better
at classifying, such as research on the comparison of the
performance of the Decision Tree C5.0, CART, and CHAID
algorithms, where it was found that the C5.0 algorithm is better
than other algorithms and accurate in doing credit scoring [18].
Research on the comparison of the C5.0 Algorithm and CART
Classification. The results obtained that the accuracy of the
C5.0 algorithm is better than the CART algorithm [19]. This
study tries to apply the C5.0 algorithm, which has been done
before but with different variables and is applied to student
assessment data. The C5.0 algorithm has several techniques that
are simpler than other algorithms because the C5.0 algorithm
has a decision tree pruning and can increase the accuracy of a
prediction [20]. The results of this algorithm will be
implemented into the student academic information system. If
this student’s graduation can be classified early, the study
program can identify the characteristics of students who have
the potential to graduate on time or not and take persuasive
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steps.

Il. PROCEDURE FOR PAPER SUBMISSION

The research method can be seen in Fig. 1, divided into six
stages: data collection, data preprocessing, data sharing,
classification with the C5.0 algorithm, and calculation accuracy
testing. The data preprocessing stage is an important step used
to convert raw data into a format that allows for applying data
mining techniques, using the C5.0 algorithm, and improving
data quality. This study uses student graduation data from the
faculty of technology and computer science of a private
university with the name Universitas Prima Indonesia with
Grade B in 2019.

Data _|Preprocessing N .
Collection Data Data Sharing

Accuracy |, C5.0
Testing | Algorithm

End Prediction [«

Fig. 1. Stages of the Research Process

A. Preprocessing Data

Preprocessing is an important process used to convert raw
data into a format that is used to apply data mining techniques,
use the C5.0 algorithm and improve data quality. [18]. The
result of this stage is to get data that is ready to use. In the
classification process, there are several stages in preprocessing
the data, to retrieve the relevant data used as research and
convert the numerical data into categorical. The dataset
contains six attributes, namely Student Status, GPA,
Cumulative Credits, and Attendance, which will be converted
into categorical data. In table 1, the dataset attribute explains
the attributes that will be used to simplify the calculation of the
C5.0 algorithm.

TABLE |
Dataset Attribute
ATTRIBUTE CATEGORY
Active
Student Status Not Active
Less (0-42)

Medium (43-87)
Good(88-134)
Very Good(135-160)
Low (0-2,4)
Medium(2,5-3)
High (3,1-3,5)
Very High (3,6-4)
Less (>=4)
Medium(2-3)
Good(1)

Very Good(0)

On Time

Not On Time

Cumulative Credit

GPA

Presence

Output

All attributes are divided into several categories, one of which
is the Cumulative Credit attribute taken from each universe to
get low, medium, high, and very high categories. Categorizing

DHARMA ET AL.

at the initial stage of preprocessing will make it easier to process
data to produce a decision tree that can predict the graduation
of 2019 students.

B. Data Sharing

In classification, the data is divided into two parts, namely
training data and test data, where training data is used to build
a decision tree. The training data that already has the results are
then used to calculate the error rate at the pruning stage and the
weight value at the boosting stage. The test data is used to
calculate the accuracy of the decision tree. The test data also
has a result value that is used to test the last classification tree
formed and selected during the C50 algorithm process from a
total of 300 data. About 70% for training data and 30% for test
data so that it can produce a low error ratio.

C. C5.0 Algorithm

The initial stage of this algorithm is to calculate the
information obtained from SKS, GPA, and Status attributes.
Equations 1 and 2 are the process flow in the C5.0 algorithm.
Training data is the input in the calculation of the C5.0
algorithm where there are 300 data, 70% of the data is taken for
training data, and 30% for test data. This algorithm starts with
all the data used as the root of the decision tree while the
selected attribute becomes the divisor for the sample [18].
Equation (1) is used to calculate the entropy.

Entropi (S1, S2, ..., Sn) = X Pix log2(Pi)ni=1 (8]

with description S is Case Set; n is Number of samples; Pi is
class proportion. The gain value is obtained using equation 2.

Gain(A) = Entropi(S) — ?_1%*Entropy(5i) 2

with S is Case Set; A is Attribute; n is Number of Samples; |Si|
is Number of Cases on Partition I; |S| is Number of Cases in S.

1) Pruning
In this pruning process, it will receive input in the form of
attributes that become the parent node and each will become a
branch node. Error rates for parent nodes and branch nodes are
calculated based on these values. If the branch node error value
is greater than the parent node, pruning is performed and
subtree formation stops.
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Fig. 2. Pruning Process Flowchart

In Fig. 2, the output in the form of a branch node has an
output class if there is pruning. If this process has not produced
an output class, it will continue calculating the result
information for each remaining attribute. Pruning is a process
done to cut or remove some branches that are not needed.
Pruning methods are divided into pre-pruning and post-
trimming. The pruning technique generally uses a statistical
approach. After pruning, the decision tree will have fewer
results, making it easier to understand. Below is the formula for
calculating the estimated error:

f f2 2
N+W+ZZW (3)

72
1+—
N
with f is The quotient of the number of incorrectly classified
data by the number of sample data; N is Number of sample data

with z is a constant value about 0.69.

2
Z
_ [tz

2) Boosting
The process of boosting receives the form of a decision tree
classification, at this stage, resulting in new training data being
re-calculated to form a new decision tree again. Before
performing the first iteration boosting for each data sample will
be initialized with the same weight, which is 1 / N for any
weight of samples to be updated according to whether or not the
data sample classified. The weight that continues to be updated
in each iteration will continue to increase in value. The process
of increasing the weight value is one of the goals at the boosting
stage.
The first calculation by giving the same weight to each

data, with a calculation like this equation 4.

W= @

In equation 4 w is the weight, N is the amount of data used to
form the classification model. Then determine the midpoint
between the total weight for the misclassified sample and half
of the total weight, using the following formula:

Midpoint = % E (s_+s,)— s+] = %(s_ +s,) (5

INTERNETWORKING INDONESIA JOURNAL 15

Then, the data that can be classified correctly will experience

a change in the weight value through the following equation.
s—midpoint
Wk = Wk—l X < (6)
+
While the value of the weight will change the data that is
classified incorrectly through equation 7

midpoint

- ™

With, midpoint = mean value of wk = data weight on the kth
boosting iteration; wk-1 = data weight on the k-1 boosting
iteration; N- = number of misclassified data; S+ = the number
of data weights that are correctly classified; S- = number of data
weights that are misclassified.

Classification
Results

Data Sampel With
Classification

Yes

l

Count Weight to
True Classification

Count Weight to
False Classification

New Training
Data Weight |«
Value

A 4

End

Fig. 2. Boosting Process Flowchart

I1l. RESULTS AND DISCUSSION

In this study, the analysis uses the C5.0 Algorithm system. In
the calculation process, student data is needed, the data
contained in Table 2 is the 2019 student dataset table that will
be used. In the table, there are the results of the calculation of
entropy and information gain which are calculated using the
equations in equation (1) and equation (2).

TABLE II
Entropy and Gain Calculation

Amou | On- Not On Entropy | Gain
nt Time Time
Total 210 169 41 0.71230
Status 2'61851
A 165 133 32 0.04638
NA 45 36 9 0.26761
Credit 0.62158
VG 69 54 15 0.10929
G 103 86 17 0.07886

ISSN: 1942-9703 / CC BY-NC-ND @




16 INTERNETWORKING INDONESIA JOURNAL

M 26 0 26 0.23517
L 5 0 5 0,72192
Presence 0.60433
VH 148 122 26 0.05843
H 52 37 15 0.13709
7 7 0 0.59168
L 3 3 0 0.91833
GPA 0.59720
VH 17 15 3 0.32275
H 110 101 23 0.07470
M 57 50 15 0.12742
L 26 3 0 0.62346

After getting the gain value in Table 2, the next is to determine
the attribute's parent node with the highest gain value. As shown
in Table 3 the highest gain value is the Cumulative Credit
attribute with a value of 0.62158. For attribute values with sub-
attributes M and L, it has been said that the result is incorrect,
and the example of the parent node is shown in Fig. 3.

Cumullative
Credit

) ¢ s ~
On Time=54 N?)T g;}mﬁ:gs_ On Time=0 On Time=0
Not On Time=15 17 B Not On Time=26 Not On Time=5
Fig. 3. Parent Node Example

A. Pruning

The way pruning works is by first calculating the
information gain value to find out the value of the parent node
and branch node, after the parent node and branch node are
known then, the error value is calculated, if the branch node
error value is smaller than the parent node, the parent node
forms a subtree again. If the branch node error value exceeds
the parent node, pruning is performed, and subtree formation
stops. When the error value at the branch node is greater than
the error value at the parent node, After knowing the gain value,
then calculating the pruning process where this pruning process
calculates the level of error in the VG and G sub-attributes only,
because the VG and G sub-attributes have produced incorrect
output. From the results of pruning calculations using equation
3, the pruning results obtained from the overall data are 0.545
with a total data of 220 students where 41 students are not on
time. From the VG sub-attribute with a total of 69 students, 15
students were not on time, so the pruning result was 0.061 with
information that the data was not trimmed. As for the G attribute
with a total data of 103 students, 17 students enter the output,
not on time, the pruning result is 0.894 with the data description
being trimmed. For the next stage, namely the formation of a
decision tree and the final classification rule, where this stage
has gone through the pruning process, and the tree becomes
smaller than it was in the beginning.
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B. Boosting

The boosting stage displays the correct data classification
and misclassified data, where the correct data classification is
the correct or correct data in the previous stage, namely the
pruning stage, while the misclassified data is true or false data
at the pruning stage. This time the weighting of each data is
given the same weight value in every existing data. After
assigning a weight to each data, the true data weight is 0.91152
and the false data weight is 0.053816. Next is to calculate the
correct data classification and incorrect data classification. It is
known that the data whose attribute results are the same as the
pruning results, which are declared correct, has a more recent
weight of 0.007898, while data whose attribute results are
different from the pruning results, which are declared
misclassified, has the latest weight of 0.05643. We also get the
midpoint results is 0,31234.

C. Testing

This research was conducted to test the system using test data
about 30% of the dataset, namely a total of 60 test data that will
be used in this study. The 60 data already have class or attribute
values that will be compared with the results of the output
program or decision tree. The test in this study uses the
confusion matrix method, which will later get the values of
precision, recall, accuracy, and error. In the results of the
confusion matrix calculation, were found that 33 students were
True Positive (TP), eight students were False Positive (FP), two
students were False Negative (FN), and 47 students were True
Negative (TN). From the calculation of the confusion matrix we
got the recall value is 94.28%, the precision value is 80.48%,
the accuracy value is 88.89%, and the error value is 11.11%.

IV. CONCLUSION

A. Conclusion

Based on the results of analysis and testing of student
graduation predictions using the C5.0 algorithm with five
attributes (not all attributes are used as decision tree nodes), at
this stage, the decision tree pruning process becomes simpler
than before the pruning process. The results of testing the C5.0
algorithm found that the recall value is 94.28%, the precision
value is 80.48%, the accuracy value is 88.89% and the error
value is 11.11%.

B. Suggestion

From the results of the research on student graduation
predictions using the C5.0 algorithm, it is suggested that the
dataset used can be further developed, from the amount of data
or attributes used and the web-based student graduation
prediction system using the C5.0 algorithm can be developed
more dynamically and in desktop form and mobile.
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