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Abstract— In container technology, the deployment process
becomes more complicated, time-consuming, and has extensive
resources, hence, there is a necessity for a faster and more
practical process. A very familiar one used among IT engineers
and technicians is Kubernetes. Meanwhile, the configuration
management tool for deployment that widely known is Ansible,
as an innovation machine that enables automation for cloud
availability, configuration management, application deployment,
intra-service orchestration, and other IT needs. This study
analyses the performance of Ansible configuration management
tools to deploy a Content Management System (CMS) platform
that is WordPress and MySQL using Ubuntu 16.04 LTS as a
management node and target deployment. The parameters used
in this test are measured in terms of the time interval, CPU
usage, memory usage, and configuration management. It also
analyzed the deployment of the Ansible automation engine to
develop Odoo Server using the Google Cloud Platform (GCP).
The measurements of the Ansible configuration showed that
nodes do not affect the time interval. On CPU usage, the more the
number of nodes, the smaller the CPU usage. The memory
(RAM) usage on the number of different nodes indicates that the
results are unstable. Meanwhile, this study also compares the
Ansible automation engine between manual and automation
development.
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. INTRODUCTION

ECHNOLOGICAL advances have evolved along with
times, which can provide ease and effectiveness in daily
activities [1-3]. One of the technologies that are currently
increasingly in demand providing the benefit in term of
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efficiency, ease of use and maintenance, which is widely
known as cloud computing [4]. This is a natural progression
for the widespread adoption of multiple technological
developments in  distributed  computing, including
virtualization, grid computing, involuntary computing, utility
computing and software as a service [5]. On the other hand,
virtualization represents a trend for IT companies to focus on
management tasks while improving scalability and workloads
[6]. Interestingly, it is a combination of involuntary computing
[7] while IT environments manage themselves based on
perceived activity through facility computing [8], with the
utility provided excessively by the computer processing power
based on the client payment as needed [9].

The development of cloud computing technology is now
widely used because it does not require a lot of energy through
the automation of configuration management [10]. Research
[11] has been conducted with the Smart Cloud-based
Optimizing Workload (SCOW) Model, which uses predictive
cloud computing capacity to consider continuous factors to
assign tasks to heterogeneous clouds and achieve optimization
goals. Also, a combination of several Workload Resource
Minimization Algorithm (WRM) algorithms, Smart Task
Assignment (STA) Algorithm, and Task Mapping Algorithm
(TMA) was carried out.

The automation configuration management breakthroughs
in the IT world is the concept of changing the process that was
initially manual to automatic, and the processes in the
configuration step combined into one process [12]. This new
concept is expected to decrease the number of human
configuration errors [13]. Therefore, WordPress as a higher
service in server needs also directly proportional to the service
needs [14]. Increasingly high server requirements make server
management must be fast in installation and maintenance [15].
Thus, Ansible is the solution to easier server maintenance and
management [16], if compared to the manual method
conducted with many processes; this automated method is
more efficient because performed with a single process.

The problem that arises is the frequent occurrence of human
errors and the time needed to configure tends to be longer than
usual. In this study, it will analyze the performance of an
application  deployment  process. The  configuration
implemented is monitored with the architecture on the server
towards the time interval, CPU usage, memory usage, and
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configuration management. It will also discuss how to convert
infrastructure processes from manual to automatic.

Il. RESEARCH METHOD

The system built is cases implementation in the form of
testing. In designing the system for testing, several testing
instruments are needed to support the testing scenarios,
namely physical and program instruments. Physical
instruments are hardware testing tools to support scenarios,
which the one that are used can be seen in Table 1.
Meanwhile, the following Table 2 is a list of information that
explain the details of the hardware used in making the Ansible
automation test flow design. On the other hand, it also
describes the model or series and specifications of the physical
instruments used. On the other hand, the devices used are
adjusted to the simulation needs, which each specification can
vary and adapt to the requirements. Meanwhile, the topology
of testing is an initial description created to conduct test
scenarios based on the system design to suit the needs of the
following scenario. In the topology for testing, two things
must be considered: physical topology and IP address
allocation. The physical connection is used as a basis for
testing, which is explained in the Fig. 1 while Fig. 2 depicts
the architecture within the Kubernetes.

TABLE I
PHYSICAL INSTRUMENT OF CMS PLATFORM DEPLOYMENT

Device | Model/Series Specification

Laptop Apple 1. Processor: Intel Core i5 dual-core 1,6
Macbook Air GHz, Turbo Boost up to 3,6 GHz,
13”7 — A1932 with cache L3 of 4 MB

2. Memory: 8 GB LPDDR3 2133 MHz

3. Graphics: Intel UHD Graphics 617;
external graphics (eGPU) capable
Thunderbolt 3

4. Storage: SSD 128GB

TABLE I
PHYSICAL INSTRUMENT OF CMS PLATFORM DEPLOYMENT

Function
As Ansible
Server

Component
Hardware

Specification

1. Processor: Intel Core R i5-6200U
2.3Ghz up to 2.8GHz (3MB
Cache)

Memory: 8GB RAM

Hard Disk: 1 TB

System Type: 64-bit Operating
System

5. System Model: X456U

6. Operating System: Windows 10 Pro

(10.0, Build 18362)

7. Dual Boot: Ubuntu Xenial Xerus

Processor: Intel Core R i5-6200U As
2.3Ghz up to 2.8GHz (3MB Odoo
Cache) Server

Memory: 8 GB RAM

Hard Disk: 20 GB

System Type: 64-bit Operating
System

5. System Model: X456U

6. Operating System: Ubuntu Xenial

Xerus
7. Version: 16.04.1
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=
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Fig. 1: Physical Connection

The test scenario is based on the physical connection in the
Fig. 1 above to test the deployment process's time interval and
measure resource usages, such as CPU usage and memory
usage. The Fig. 2 explained two Ansible on the local computer
and Ansible on the cloud server in physical topology. Ansible
on the local computer is used to deploy the Kubernetes cluster
to host instances on the cloud server. Meanwhile, Ansible on
master-node is used for WordPress and MySQL deployment
after the successful Kubernetes deployment on a local
computer. Kubernetes cluster is divided into two categories,
such as Kubernetes master and Kubernetes nodes or workers,
in which the master manages the nodes.
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Fig. 2: Kubernetes Architecture
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Fig. 3. Automation Logical Architecture
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The Fig. 3 is the logical architecture of the automation
processes, which is used in this case with two instances of
Google Cloud Platform and one laptop with Ubuntu OS in the
logical structure. For instance, one will use Odoo and Docker,
while Instance 2 will use PostgreSQL and docker databases.
Both instances are in one Odoo-Server, and on the laptop; it
will become the Ansible server and creating a Playbook that
can directly access the VM (Instance 1 and Instance 2) to
perform automation while Docker serves as a container for
Odoo and PostgreSQL. Ansible measurement flow starts from
the installation process on the local computer (MacOS). After
successful installation, it creates instances on the GCP cloud
server, consisting of masters and workers.

Users can access and modifying various settings and files
on the server using SSH. It is necessary to generate the
existing SSH key on the cloud server instances and then put
the RSA local computer's public key to each cloud server
instance. Next, it will add a server that Ansible will target by
writing it in the host's file. After putting the hosts on Ansible
Local lists, the command will deploy the Kubernetes cluster
on the cloud server. After successful deployment, it then
installs Ansible on the master node cloud server to deploy
MySQL and WordPress by adding kubeadm hosts on the
Ansible master cloud server. Then, Ansible will be seen on the
CPU and Memory usage and the comparison of time intervals
on the cloud server. Ansible automation test flow is using the
netdata as a tool to see CPU and Memory while Bandwidth
measurements will be analyzed on Ansible cloud test and
command time tools to monitor the running time required by
the system. The flow starts with preparing the target for
testing, then runs Ansible by running a playbook to perform
Ansible automation.

I1l. RESULTS AND DISCUSSION

This chapter discusses the analysis of the test results using
predefined scenarios and parameters. The test is carried out by
implementing Ansible configuration management tools using
a server control running on Ubuntu 16.04 LTS (Fig. 4). A
GCP cloud server deployment simulation is run to check the
performance of the Ansible Configuration Manager tool.
Indeed, the platform is always online and needs to provide
robust service to all customers while shutdown and restart
operations for maintenance purposes must be properly
organized to prevent data corruption and loss [17]. Having the
proper response process can improve customer satisfaction as
a result [18].

Automated testing gives software testers an easy way to
automate the software testing process so it is most efficient
when it comes to time, cost, and usability [19-20]. Each test is
carried out five times and the average value of each parameter
is calculated. Each cloud server will be reset if the Ansible
deployment process has been completed to get optimal results.
Meanwhile, each measurement's calculation results are
included to ensure that the results obtained are statistically
significant. The deployment time interval is the time that
Ansible has taken to deploy commands to all nodes. This test
is carried out five times to get time data from Ansible spread
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by using the command on the variation of the number of nodes
as many as one node, two nodes and three nodes.

7

Run playbook

Y

Get testing result

7

4 times
Record test results

AV

Reset/Delete
deployment

AV
Calculate the average
value each parameter
N
Compare it with the

variant number of
nodes

Fig. 4: Result of Analysis

The test results of deployment time interval on the cloud
server can be seen in Fig. 5, which shows that the time interval
of cloud deployment between one node, two nodes, and three
nodes tends to fluctuate where unstable results occur to
change. For one node, it needs the average value of time
interval is 9.6s, two nodes need the average value of time
interval is 11.6s, and three nodes need the average value of
time interval is 10s. This inconsistency is caused by the
internet network speed available on the local computer
network connection. On the other hand, the Central Processing
Unit (CPU) also called the processor is the computer hardware
to carry out commands and process data from the software.
When the program is executed or processed, the contents of
the hard disk program are recovered and stored in the RAM.

The control unit distinguishes between instructions and
data. Instructions are placed in Program Storage while data are
placed in Work-Storage. In addition, the instructions and data
obtained by the controller are stored in the records. When an
instruction calculates logic or arithmetic, it is sent to ALU
(Arithmetic Logic Unit) for processing. The result is stored in
the complex. The console then retrieves it and puts it back into
the RAM and displays it on an output device such as a screen.
A node's CPU utilization is the number of CPU cores used in a
node by all the pods running on that node. Measuring CPU
usage using the highest commands, which aims to determine
how much Ansible is using the CPU after running the
command Ansible.

The results of testing using the top command can be seen
in Fig. 6. If the CPU usage value is lower, the better the
performance ratio with the difference in CPU usage can be
seen when Ubuntu 16.04 LTS runs Ansible on the number of
certain nodes. Higher CPU usage differences are caused by an
application being deployed in the k8s cluster. Compared to the
four nodes, pods can work more optimally, because there are
more available resources, so the workload of nodes is lighter.
When users want to run an application program, the data or
files needed to run the program will be retrieved from
secondary storage media (Hard Disk / SSD). Then, the system
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transfers the data to RAM for further processing by the
processor. After processing is completed, the processor will
display the results to the output device or return them to the
storage device. If the amount of data to be stored has exceeded
the RAM capacity, the operating system will run the swap or
temporary transfer procedure. The data will be moved
temporarily to a secondary storage space called a swap file or
virtual Memory, which the node memory usage is the total
memory usage of all pods.

The average value of time interval

== Theaveragevalueof timeinterval

1 2 3

Thenumber of target (nodes)

Fig. 5: Result of Deployment Time Interval
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The test results of the memory usage on the cloud server
resource can be seen in Fig. 7, which shows similar result with
previous test in CPU usage. This result is affected because
RAM is a temporary data storage area when programs on a
computer run while it can be accessed randomly or not
depending on its layout setting. As for the automation process
analysis, the comparison of the implementation of manual and
automation of Ansible systems have been provided in Fig. 8.
Manual configuration is a configuration that is implemented
manually on each Personal Computer, the commands used and
configuration settings are done manually by the user. It can be
seen that the flow of this manual configuration is carried out
one by one for each PC. This process makes the manual
system take a long time because it is conducted one by one per
application.  Ansible automation configuration is a
configuration that uses an automatic system by simply running
a playbook. The resource pool allows for material savings,
which indirectly leads to a reduction in electrical energy
consumption but leads to some internal risks that must be
carefully considered to anticipate [21]. Therefore, it is useful
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to classify the information type to reduce the time spent
searching and other automation activity [22]. Interestingly, it
also promises simplified interactions between the devices used
due to standard protocols and increased flexibility regarding
process implementation and re-engineering [23]. Thus, at an
extended level, certain types of intelligent process automation
should cover five main technologies namely automated
process automation, intelligent workflows, advanced machine
learning or analytics, natural language creation (NLG) and
cognitive factors to increase productivity, improve efficiency,
reduce operational risk and strengthening customer experience
[24].
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System testing carried out in manual and automation
Ansible systems run by the predetermined design and test
flow. Measurement of CPU, Memory, and Bandwidth usage is
obtained from the output of the "netdata” command before,
during, and after the backup and restore process occurred. The
analysis is carried out on the test results on the two flows that
have been carried out. The analysis results will be obtained to
compare manual and automation Ansible systems based on
processing time and data on CPU, Memory and Bandwidth.
The following is an explanation of the analysis results of the
testing process. In the manual system testing flow, users
manually install and configure Odoo, then test it by the
automation using Ansible. In the analysis, a comparison of the
results in the two streams is carried out. The following is a
comparison of the two paths by observing CPU usage and
processing time.

The Fig. 9 shows the comparison graph of CPU usage
obtained from the tests carried out on manual and automation
Ansible systems. The test results found an increase in CPU
usage in the initial changes when configuring. In the manual
system, the wuser will carry out the installation and
configuration so that Odoo can be used on the graph. The
manual system has changed 24 times. It reaches the highest
point at 9,6 %. In the Ansible automation process as can be
seen the difference that the automation carries out the
installation and configuration process with the changes as
much as 20 times when running Ansible. The graph displayed
is quite stable at 3.6%. The problem, however, it is often that
most companies try to scale up, the results are likely to fail,
which is a one-off initiative in a separate unit that does not
have much impact across the company. Meanwhile, adopting
remedial methods will always yield disappointing results and
programs that provide temporary but unsustainable benefits
[25].

Manual System Memory And Automation Analyzis

sl Lipruel 3ysem

Fig. 9. Manual and Automation CPU Usage Testing

One way to provide IT infrastructure services for effective
business operations within an organization is to plan
accordingly before the implementation and deployment phases
take place [26], which configuration and performance
management become the critical planning to be executed [27].
The shortcomings of simplified initial modeling platforms are
often twofold as they fail to accurately represent the complex
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interactions and communications between architectural design
and building programs. It related to inform a fully integrated
design approach used and the need to have design breaks at
the project level as the clear details are beyond what is exactly
in the program [28]. Thus, it is more efficient to have a
concrete and comprehensive identification system in all silos
than to have a vendor-specific identification method [29].
With real-time monitoring, testing, configuration, control, and
evaluation based on network data, network administrators can
obtain network system performance, evaluate quality of
service (QoS) and searching where network trouble spots are
located, which optimize the detection, integration and
calculation, especially the level of thoroughness [30- 32].

The Fig. 10 shows a comparison graph of the memory
usage obtained from tests carried out on manual and
automation Ansible systems. From the test results, it shows
that the manual system has changed 24 times and reached the
highest point at 9.6%. The difference that automation can
carry out the installation and configuration process with
changes as much as 20 times when running Ansible. The
graph displayed is quite stable at 3.6%. Therefore, the attempt
to encompasses every configuration model across life cycle
tend to have more seamless integration of the business unit
and external stakeholders in terms of process continuity and
data exchange by emphasizing the automation process as
social process through hybrid approach for reliable control
[33-37].

=h= ELE EET

Fig.10. Manual and Automation Memory Usage Testing

Fig. 11 above shows the bandwidth usage comparison
chart obtained from tests carried out on manual systems and
Ansible automation. Importantly, poor decisions can have
escalating negative consequences in the subsequent phases in
performance and configuration management, lead to improper
investment, which in this case requires good structure,
communication and evaluation to be put together in providing
the service [38]. Collaboration with other colleagues to
transfer the knowledge acquired by group members to all other
members will enhance and support the management process
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[39-42]. The test results show an increase in bandwidth usage
in the manual system, which is relatively low because the user
only installs and configures the CLI. Therefore, the bandwidth
used by the manual system is low. In the automation Ansible
process, it can be seen that the difference that the bandwidth
usage is high with a change of 29 times when running Ansible
so that the graph displayed is quite high at 723.

CPU Usage Manual System Tesfing and Ansible Automafion System

i ] 3y

Fig.11. Manual and Automation Bandwidth Usage Testing

IV. CONCLUSION

Change configuration management could be managed by
using CLI or AWX Ansible Tower from the configuration
management perspective. Based on the analysis of CPU usage
carried out in manual and automation Ansible system
processes concluded that in manual systems, there is a lot of
troubleshooting during installation and configuration. This
process makes the time for determining how to work on the
Odoo manual system cannot be detailed and precise. This
system can cause the manual process possible and take longer
than expected, depending on the existing specifications. There
was an increase in CPU during Ansible automation on the
Ansible server, but it was stable at 2.6%. Whereas the
Memory gets an average value of 2.09kb, and the average
bandwidth obtained is 4.82kb. In the comparison of Manual
and Automation Ansible, it can be seen that there are
significant differences, because the two processes are
different, it can be concluded that automation Ansible is more
effective in helping system administrators. It also can be said
that using Ansible automation is more effective and easier
than manual systems but requires a larger Internet source than
using manual systems.

The results of testing and analysis of the implementation of
Ansible to deploy on the local machine and cloud server, also
concluded that based on a comparison of measurements in the
deployment process time interval from local computer to
cloud server, the difference between the numbers of nodes
indicates that the results tend to increase in each. The more the
number of nodes needed, the more time to do the deployment
process. Meanwhile, based on the CPU usage measurements
on the number of different nodes, the more the number of
nodes, smaller the CPU usage. This condition might happen
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because more resources are available. Based on the results of
memory usage measurements (RAM) on the number of
different nodes, the results increase in each. In scaling,
estimation of node CPU usage takes 28,3% for increasing 1
unit (node) after deployment, unless scaling estimation RAM
usage takes 50,9% to increase 1 unit (node) after deployment.
Scaling estimation RAM usage is greater than CPU usage
because it is used for running the application deployed.
Running and managing the Ansible configuration can be done
with an open-source web application, namely AWX Ansible.
This study, using it to deploy Kubernetes clusters from local to
hosts instances on the cloud server.
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