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Abstract— Diabetes is caused by increased blood glucose (or
blood sugar) levels in the body's metabolism, which causes severe
damage to the heart, blood vessels, eyes, kidneys and nerves over
time. Diabetes is a disease that cannot be cured but can be
overcome by changing healthier lifestyle habits. The factor that
causes the increase in diabetes is the delay in the early diagnosis of
diabetes. Patients often die before receiving a diagnosis of diabetes
due to complications from the condition. There are many types of
variables and circumstances that can delay the diagnosis of
diabetes. One of the efforts made in the early detection of diabetes
is to utilize machine learning to assist in a fast and accurate
diagnosis by modelling the calcifications of diabetes. This study
uses a training set data analysis model by comparing the two
modelling methods between Logistic Regression and Naive Bayes.
In this study, the Naive Bayes algorithm got an accuracy of 89.5%.
The ROC-AUC value is 0.895, and the precision value is 88 True
Positive, 11 True Negative, 10 False Negative and 91 False Positive.
Hence, it can be concluded that the precision for category 0 is 0.89
and category 1 is 0.90. Based on model making, both models have
the same fit speed. Therefore, it can be concluded in the case of
diabetes classification, the model that gets the best value is Logistic
Regression.

Index Terms— Diabetes, Naive Bayes, Logistic regression, Data
mining, Health information systems.

. INTRODUCTION

Diabetes is caused by increased blood glucose (or blood
sugar) levels in the body's metabolism, which causes
severe damage to the heart, blood vessels, eyes, kidneys, and
nerves over time [1]. According to data released by [2], around
422 million people with diabetes globally live in low and
middle-income countries, and diabetes is one of the deadliest
diseases, with 1.5 million deaths each year. Over the last few
decades, there has been a consistent increase in both the
incidence and prevalence of diabetes.

When the blood supply to the heart stops completely, the
unhealthy lifestyle is one of the causes of diabetes [3]. Not only
parents but all ages can be affected by diabetes [4]. Diabetes is
a disease that cannot be cured but can be overcome by changing
healthier lifestyle habits [5][6]. This situation can be fatal to
health in the future if not detected early [7].

Diabetes usually does not show clear enough symptoms, so
the sufferer only finds out about it after damage to vital organs,
heart, blood vessels, eyes, kidneys, and nerves [8].
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The factor that causes an increase in diabetes is the delay in
the early diagnosis of diabetes suffered by patients [9][10].
Patients often die before receiving a diagnosis of diabetes due
to complications from the condition. There are many kinds of
variables and circumstances that make the delay in diagnosing
diabetes unnoticed [11]. If blood sugar levels are high or exceed
normal values, making diabetes a disease that is quite
dangerous [12][13]. According to sources [14] if the value of
the glucose (blood sugar) level is less than 140 mg/dL, the level
is considered normal, but if it is between 140 and 199 mg/dL, it
means there is a prediabetes condition.

To prevent an increase in diabetes, early detection of patients
is needed [15]. One of the efforts made in the early detection of
diabetes is to utilize machine learning to assist in a fast and
accurate diagnosis by modeling the calcifications of diabetes
[16]. This classification model was created to determine
whether a patient has diabetes. The model was built using
training data set analysis by comparing the two modeling
methods between Logistic Regression and Naive Bayes. Future
trends can be classified and predicted using a classification
model [17].

Research related to the early detection of Diabetes has been
carried out using various classification modeling methods,
including those carried out by [18] by applying the Support
Vector Machine (SVM) calcification method to get the highest
accuracy value of 87%. Hence, it is necessary to improve with
other classification methods, in this study a comparison will be
made of 2 methods, namely Naive Bayes [19] and Logistic
Regression, to find the best prediction accuracy for Diabetes.

Il. METHOD

A. Types of Research

This research was conducted to determine which algorithm
has a higher accuracy value in the classification of diabetes
diagnosis by comparing and evaluating the Naive Bayes model
with the Logistic Regression method. The method of collecting
data for this research includes using information from the
University of California, Irvine, a machine learning data
repository, which can be accessed through the website [20].

A straightforward probability classifier, the Naive Bayes
Classifier (NBC), can determine probability by adding up the
frequency and value combinations in a given data set. The Nave
Bayes approach is a statistical method for performing induction
inference on a classification problem [21]. The benefit of
employing Nave Bayes is that it only needs a small amount of
training data (Training Data) to produce the necessary
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parameter estimates for the classification process.

The second most famous machine learning algorithm is
logistic regression. Logistic regression and linear regression are
comparable in many ways. However, their utility is where the
most significant difference lies [22]. While logistic regression
is used for classification assignments, a linear regression
approach is used to predict and estimate values.

B. Work Procedures

The research is planned by the flow diagram depicted in Fig.
1 so that it can proceed by the topics presented and be finished
on schedule.

\‘/ ? Problem _| Literature Study
‘ Identification " and Observation

!

Exploratory_ < Normalize Data Data Acquisition
Data Analysis
.| Support Vector
v "l Machine
Accuracy

Train and Test — Comparassion

.| Support Vector
Machine

Fig. 1. Flow Diagram

This research followed a structured methodology consisting
of several key stages. First, the problem was identified to
establish the research focus. Next, data acquisition was
conducted to gather relevant information. This was followed by
a literature review and observations to build a strong theoretical
foundation. The collected data was then normalized to ensure
consistency and reliability. Subsequently, exploratory data
analysis was performed to uncover patterns and insights. The
core analysis involved comparing two predictive methods, such
as Naive Bayes and logistic regression to determine which
provided the highest accuracy in predicting diabetes. Finally, a
comprehensive comparison of the accuracy of both models was
conducted to evaluate their effectiveness.

I1l. RESULT AND DISCUSSION

A. Problem Analysis

In this study, the Naive Bayes and Logistic Regression
algorithms will be used to classify data from diabetic patients
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so that the output can predict whether the patient has diabetes.
B. Data Analysis

In the dataset to be processed, there are 520 rows and 17
columns of data with 18 attributes which we can see in Table 1

below.
TABLE |
DATASET ATTRIBUTES

| Attributes |
Age
Gender
Polyuria
Sudden Weight Loss
Weakness
Debilitation
Polyfagia
Genital Thrush
Visual Bluring
Itch
Delayed Healing
Partial Paresis
Muscle stiffness
Alopeciat
Obesity

C. Data Analysis

The first stage in data preparation is to remove duplicate data.

df=df.drop_duplicates()
df .info()

<class "pandas.core.frame.DataFrama’»
IntéaIndex: 251 entries, @ to 519
pata columns (total 17 columns):

#  Column Nom-tHull Count Otype
9 hpe 251 non-null  inted
1 Gender 251 non-null abject
2 Polyuria 251 non-null abject
3 Polydipsia 251 non-null object
4 sudden weight loss 251 non-null abject
5 weakness 251 non-null  object
6  Polyphagia 251 non-null object
7 cenital thrush 251 non-null  object
8 wvisual blurring 251 non-null object
9 Itching 251 non-null abject
1@ Irritability 351 non-null abject
11 delayed healing 251 non-null abject
12 partial paresis 351 non-null abject
13 muscle stiffness 251 non-null  object
12 Alopecia 251 non-null object
15 obesity 251 non-null  object
16 class 251 non-null object

diypes: int64(1), cbject(ls)
mEmIry usage: 35.3+ KB

Fig. 2. Drop Duplicates

D. Data Analysis

Data normalization converts parameter values from string
format to integer to facilitate machine learning modeling. The
following table shows the normalization procedure.
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DATASET
¥ FENGAYEILAH DATA [ART GOOGLE DRIVE
dl=pr.read_csu{r frantant forive/ Wi vede last Hkas indahetas /i ahetes_data uplosd (3).csu')
of b 3
115 of 6 antres | Fikar | 10 0
Index Age Gender Polyuria Folydipsla suddenwelght loss weakness Polyphagla Genital thrush visual blurring Hohing Irritabiity  delaved healing partial parests  muscle siiffness  Alopecla Obeslly  class
oAl Rldke [1E) erg Ny Tus Hi e M Vs P ey o iwg e ey Fosiy
1 5& Wak Hix o Ha an He Ha s P 28] Hrx e Fda kG by TraiiuA
2 41 Make | Yes o Ha s o M Mo Yo tir s Fo Yo ¥en [ Foanun
3 4% Make  ho ] i Tus Ty i Hu s 8] Tux Mo 2} 25} 5] Praisvy
d B0 kak s s s “FRR es B Tas e Tea Re i s e s TrEiua
TABLE 111
DATASET NORMALIZATION
Dataset Normalization
[ ] df.replace({'Negative': @, 'Positive': 1}, inplace=True)
df.replace({'Mo': @, 'ves': 1}, inplace=True)
[ ] df.head()
X - sudden X Genital visual . . delayed partial muscle X
Age Gender Polyuria Polydipsia ..o iC80 weakness Polyphagia prior blurring Ttching Ireitability healing Parests tiffness Alopecia Obesity class
0 40 Male 0 1 0 1 0 o o 1 o 1 o] 1 1 1 1
1 &8 Male 0 0 0 1 0 o 1 0 [ [¢] 1 0 1 o] 1
2 4 Male 1 0 0 1 1 0 0 1 [ 1 ) 1 1 0 1
3 45 Male 0 0 1 1 1 1 o] 1 o 1 o 0 0 0 1
4 60 Male 1 1 1 1 1 o] 1 1 1 1 1 1 1 1 1

E. Balancing Dataset

The processed dataset has unbalanced data due to a large
number of negative data from positive data so it is necessary to
process the data balancing between positive data and negative
data. We can see the data balancing process in Fig. 3:

Dataset Balancing

L print{df[ "class’].value_counts())
cls_e=df[df[ ‘class"]==2]

cls_1=df[df[ "class"]==1]

1 173
=] 78
Name: class,

dtype: intsa

cls_@=cls_@.sample(500,replace=True)
cls_1=cls_31.sample(Se@@,replace=True)
df=pd.concat([cls_@,cls_1],axis=a8)

df.info()
<class “pandas.core.frame.DataFrame’>
Inté4aIndex: 1222 entries, 287 to 76
Data columns (total 17 columns):
# Column HNon-Null Count Dtype
=] Age 1@@e non-null ints4
1 Gender 1822 non-null object
2 Polyuria 1282 non-null intea
3 Polydipsia i1e22 non-null intsg
4 sudden weight leoss 1@é22 non-null ints4
s weakness 1@@e non-null ints4
& Polyphagia 1282 non-null intéa
7 Genital thrush 1@ non-null intssg
2 visuwual blurring i1e22 non-null intsg
9 Itching 1@é@e non-null ints4
1@ Irritability 1@@e non-null ints4
11 delayed healing 1922 non-null intsa
12 partial paresis 1e82 non-null intsa
13 muscle stiffness iee@ non-null integ
14 Alopecia 1888 non-null ints4
15 Obesity 1@2e non-null intsa
16 class l1@22 non-null inted

dtypes: intce4(l6), object(l)
memory wusage: 14@.5+ KB

Fig. 3. Dataset Balancing

F. Balancing Dataset

1. Correlation Heatmaps

It can be concluded in Fig. 4 that the correlation between the
parameters/features in the dataset is not related, or all
parameters/features are essential in determining the pattern.

2. Diabetes Group By Sex
Figure 5 shows that the distribution of diabetes by gender is
about 700 for men and about 300 for women.

3. Diabetes Group By Sex

After creating a visualization of diabetes based on gender, the
next task is to visualize diabetes based on age groups in terms
of gender. The plot can be seen in the Fig. 6.

s heatnap(df. corr (), annotaTrue, Chaps’terrain®, linmwidthe.d.1)
Flg=plt.gcf()
41g.set_size b
plt.show()
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Fig. 4. Correlation Heatmap
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by_gender = df.groupby( ' Gender")
by_gender.size().plot(kind="bar")

<matplotlib.axes._subplots.AxesSubplot at ex7f3f773es4ldo>
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Fig. 5. Group by Gender

by_gender_age = df.groupby(['category’, 'Gender'])
by_gender_age.size().plot{kind="bar")
plt.rcParams["figure.figsize"] = (5,5)
plt.show()
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Fig. 6. Group by Gender and Sex

G. Balancing Dataset

At the data partition stage, the dataset will be split into two
parts: the training and testing datasets. Partition configuration
will be carried out with 80 percent training data and 20 percent
testing data (80:20). which we can see in the figure below:

{1 % = df.drop(['Gender’, 'ids_counted', "category”, "class*],axis=1}
[ 1 = df[*class']
[ ] from sklearn.model_selection impart train_test_split

from sklesrn.metrics isport accurscy_score

X_tradn, N_test, Y_train, V_test - troin_test_spldt(X,V, test_size- 0.2, random_stote-101,shuffle-True)

[ 1 v_train,value_counts()
2 401
1 399
Hame: class, dtype: inted

[ 1 ¥_test.value_counts()
1w

° "
Hame: class, dype: inted

Fig. 7. Dataset Splitting
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H. Data Training and Test

Data training will
classification algorithms: Logistic Regression and naive Bayes.
In this study, the Logistic Regression algorithm was created
with the default configuration, and the Naive Bayes algorithm

was created with the default configuration.

1. Logistic Regression

In this study, the Logistic Regression algorithm got an
accuracy of 93.5%. The ROC-AUC value is 0.935, and the
precision value is 97 True Positive, 2 True Negative, 11 False
Negative, and 90 False Positive Thus it can be concluded that
the precision in category 0 is 0.98, while in category 1 it is 0.89.
which we can see in the figure below:;

lc_matrix = confusion_matrix(Y_test, y pred_lc)

sns.heatmap(lc_matrix, annot=True)
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be conducted using two basic

<matplotlib.axes._subplots.AxesSubplot at @x7fc@6dl7asgle:

0

1

z

&

1c_auc = roc_auc_score(Y_test, y_pred_lc)

print(’'LOGISTIC REGRESSION: ROC AUC=%.3f' % (lc_auc))

1c_fpr, lc_tpr, _ =

roc_curve(Y_test, y pred lc)

plt.plot(lc_fpr, lc_tpr, marker='."', label="LOGISTIC REGRESSION')
plt.xlabel("False Positive Rate')
plt.ylabel("True Positive Rate")
plt.legend()
plt.show()

LOGISTIC REGRESSION: ROC AUC=8.935
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print({classification_report(y_pred_lc, Y_test))

precision
=} 8.98
1 8.89

accuracy
macro avg 8.94
weighted avg @.94

recall
@.9e

8.98

@.94
@.94

Fig. 8. Accuracy Logistic Regression
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2. Naive Bayes
In this study, the Naive Bayes algorithm got an accuracy of
89.5%. The ROC-AUC value is 0.895, and the precision value
is 88 True Positive, 11 True Negative, 10 False Negative, and
91 False Positive. Thus, it can be concluded that the precision
for category 0 is 0.89, while for category 1, it is 0.90.

lc_matrix = confusion_matrix(Y_test, y_pred_lc)
sns.heatmap(lc_matrix, annot=True)

<matplotlib.axes._subplots.AxesSubplot at @x7fcesdl7aslex

8

0 1

lc_auc = roc_auc_score(Y_test, y_pred_lc)
print('LOGISTIC REGRESSION: ROC AUC=%.3f' % (lc_auc))

1c_fpr, lc_tpr, _ = roc_curve(¥_test, y_pred_lc)

plt.plot(lc_fpr, lc_tpr, marker="
plt.xlabel( False Positive Ra
plt.ylabel{ True Positive Rate')

", label="LOGISTIC REGRESSION")

plt.legend()
plt.show()

LOGISTIC REGRESSION: ROC AUC=B.%35
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print(classification_report(y_pred_lc, Y_test))

precision recall fl-score support

a @.98 @.9@ .94 168

1 @.89 @.98 8.93 92

accuracy .94 2080
macro avg @.94 @.94 8.93 200
weighted avg @.94 @.94 @.94 200

Fig. 9. Accuracy Naive bayes

I. Comparisson Method

With the results of making the algorithm above, Logistic
Regression has the highest accuracy value, the highest ROC-
AUC value, and the highest precision value. Based on the speed
of model creation, both Logistic Regression and Naive Bayes
models have the same fit speed. Thus, it can be concluded that
in the case of diabetes classification, the best model is Logistic
Regression.
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print(" n","\n’,classification_report(y_pred_lc, ¥_test), \n")

print(" *,classification_report(y_pred nb, ¥_test))

Accuracy Logistic Regression

precision  recall fl-score support
[ 8.98 @.90 @.94 108

1 6.89 0.98 0.93 92

accuracy @.94 268
macro avg 6.94 0.94 0.93 260
weighted avg 0.94 @.94 @.94 200

Accuracy Naive Bayes

precision  recall fl-score support

] 2.89 @.90 @.89 S

1 8.90 @.89 @.90 102

accuracy @.90 200
macro avg 0.89 @.90 @.89 268
weighted avg 8.90 @.90 0.90 260

Fig. 10. Comparassion Accuracy

IV. CONCLUSION

To prevent an increase in diabetes, early detection of patients
is needed. One of the efforts made in the early detection of
diabetes is to utilize machine learning to assist in a fast and
accurate diagnosis by modeling the calcifications of diabetes.
With the results of making the algorithm above, Logistic
Regression has the highest accuracy value, the highest ROC-
AUC value, and the highest precision value. Based on the speed
of model creation, both Logistic Regression and Naive Bayes
models have the same fit speed. Thus, it can be concluded that
for diabetes classification, the best model to use is Logistic
Regression.
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