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Abstract— ECG is one of the most popular fields in biosignals
research. One of the popular area in ECG research is automatic
Arrhythmia classification. In this paper, we presented an effort
to make an Arrhythmia classifier for Android. We use RRI based
features and SVM as the classification method. Then we conduct
an experiment with three different SVM configuration to see how
much improvement can be made by using these configurations.
By looking at kappa score as the metrics, the configuration 2 is
greatly improve the classifier (169% increase). And by using
hyper-parameter tuning we further optimize the classifier as can
be seen on result of configuration 3 (10.5% increase).

Index Terms—Android, Arrhythmia, ECG, SVM

I. INTRODUCTION

BIOSIGNAL is a signal generated by living beings where the
signal can be measured and monitored to see its health
level. One of the most popular in electrical biosignal to be
measured and researched is the Electrocardiogram (ECG) [1].
ECG is a non-invasive tool for detecting the electrical activity
of the heart [2]-[5]. Research on ECG is one of the important
studies, because it can detect cardiovascular diseases[1].
Cardiovascular diseases can be characterized by arrhythmia.

Arrhythmias can occur suddenly and anywhere. Often many
patients are late for the detection of arrhythmias, and even
people die suddenly without treatment. So it takes a tool that
can detect the arrhythmia quickly and send it to the nearest
doctor. Therefore, there has been much research on the
development of ECG instruments, both in terms of hardware
[6], [7] and software [8]-[11].

On the other hand, as technology develops, there are many
Android based health applications[12], [13]. Therefore, we are
creating an Android-based ECG based app. With this
application, can be done with the prevention of cardiovascular
diseases with the detection of arrhythmias. Inside the ECG
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application, there is an ECG signal processing so the display
on the application is easily understood by anyone.

In the processing of ECG signals, the features extraction
and classification are the important steps. There have been
many types of feature extraction used in ECG research, such
as wavelet transform coefficient features[14]-[17], frequency-
based features [18], [19] and Hermite polynomials [20], [21].
Most of them use either time- or frequency- domain
representation of the ECG signals as features. Depending on
the feature, classification is allowed to recognize the class.
Classification is commonly used in ECG research is neural
network (NN) [22], support vector machine (SVM)[2], [23],
fuzzy clustering neural network (FCNN) [24], and artificial
neural networks (ANN) [25].

In this paper, our focus is on developing ECG signals for
Android. We use RRI for feature and SVM as a classification
method. An experiment was conducted with three different
SVM configurations to see how many improvements can be
made using this configuration.

Il. METHODOLOGY

This research project consists of two sub-research focuses,
which is signal processing and system development. The
system development stage is discussed in our other paper [1].
Signal processing stage consisting of all the steps required to
recognize the pattern that occurs in the ECG signal. In this
stage, we investigated which method is effective and efficient
in each of the steps in order to classify the ECG signal.

As we can see in Fig. 1., arrhythmia classifier for the
android application is developed separately in the desktop
workstation. This is important since we need a lot of
computation power to train the classifier model. We use MIT-
BIH - which is one of the standard database for Arrhythmia -
as training data. After the classifier is trained, the model is
exported to be applied in the android application.

This paper will be focused on the classifier development
part, specifically the SVM. We focus to develop classifier with
minimal feature to make it as light as possible in the
computation as the classifier will be applied in the android
application. In this paper, we compare the performance of 3
different configurations of SVM.
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Fig. 1. Big picture of the research project. The classifier is developed in desktop workstation to be exported later to the android application.

A. MIT-BIH Database

MIT-BIH [26] is one of the standard databases
recommended by the AAMI for the standard Arrhythmia
evaluation, therefore most of the published research on
Arrhythmia used it for their database. MIT-BIH contains 48
records, with each record length is approximately 30 minutes
long. Each record contains two channel ambulatory ECG
recordings. The sampling rate for the recordings is 360Hz with
11-bit resolution over a 10mV range. Each beat in the records
is annotated by two or more cardiologists independently. The
total of annotated beats of the 48 records is approximately
110.000 annotations. This database is obtained from Physionet
[271, [28].

In AAMI recommended practice report [29], AAMI
recommends the classes for the arrhythmia classification:
Normal (N), Supraventricular ectopic beat (SVEB),
Ventricular ectopic beat (VEB), Fusion beat (F), and
Unknown beat (Q). Details on this class can be seen in Table
1. In this study, we only focused to make classifier for the first
three class (N, SVEB, and VEB), although we still include the
F and Q class in the classifier. We prioritize N, SVEB, and
VEB classes as the number of data on the last two class is very
limited.

AAMI also recommends removing four of the recordings
(102, 104, 107, and 217) from the analysis since it contains
paced beats. By removing these recording, the total of beats in
training data is 100.737 beats. As we can see in Fig. 2 thisis a
very imbalance data, with almost 90% of its beat is normal
class. With this kind of training data, the classifier will likely
be biased to the majority class. Our effort to minimize the bias
will be discussed in the next section.

TABLE |
MIT-BIH ARRHYTHMIA DATABASE GROUPED BY AAMI CLASSES
L Physionet’s
Class Description Annotation MIT-BIH Types
N Normal beat (NOR)
L Left bundle branch
block beat (LBBB)
Right bundle
R branch block beat
N Normal (RBBB)
o Acrtial escape beat
(AE)
. Nodal (junctional)
] escape beat (NE)
A Acrtial premature
beat (AP)
Aberrated atrial
a premature beat
Supraventricular (aAP)
SVEB ectopic beat Nodal (junctional)
J premature beat
(NP)
s Supraventricular
premature beat (SP)
Premature
Ventricular \% ventricular
VEB . contraction (PVC)
ectopic beat .
£ Ventricular escape
beat (VE)
Fusion of
F Fusion beat F ventricular and
normal beat (fVN)
/ Paced beat (P)
Fusion of paced
f and normal beat
Q Unknown beat (fPN)
Q Unclassified beat
V)
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Fig. 2. Class distribution of training data. As we can see the normal class is
dominated with almost 90% of the data.

B. Feature Extraction

In this research, we took five features that consist of peak
amplitude, local average, R-to-R interval (RRI), R-to-R
interval ratio (RRIR), and 10RRIR. Peak amplitude is value of
each R-peak. Local average is the average of ten of interval
between R-peak. First, select R-peak, then calculate five
previous R-peak intervals and five R-peak intervals next to it.
The equation of local average is showed in Equation (1),
where LA is local average, x is R-peak, and i is the R-peak
position.

1 s
LA=Fitex — xiy (2)

RRI is divided into six that is pre-RR, pre-RR2, pre-RR3,
post-RR, post-RR2 and post-RR3. Pre-RR is the interval
between selected R-peak and R-peak before. Pre-RR2 is the
interval between selected R-peak and two R-peak before. Pre-
RR3 is the interval between selected R-peak and three R-peak
before. Post-RR is the interval between selected R-peak and
R-peak next. Post-RR2 is the interval between selected R-peak
and two R-peak next. Post-RR3 is the interval between
selected R-peak and three R-peak next. Illustration for RRI is
showed in Fig. 3.

RRIR is the ratio between the pre-RR with pre-RR next (see
Equation (2)). 10RRIR is ratio between the pre-RR with
interval of the R-peak to ten R-peak next (see Equation (3)).

RRIR = Pre—RRi @)
pre—RRi,
10RRIR = Pre—RRi 3)

(lxi=xi4100)
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Fig. 3. Illustration of Extraction Feature

RRI is a feature selected from all the above features.
Because this research aims to obtain a simple process and not
burdensome Android.

C. Data Preprocessing

The results of feature extraction are normalized in order to
reduce complexity. Equation (4) is the normalization equation
used

x;j—min(x)

%= SaxG-minG) “

D. Classification

SVM is the classification methodology introduced by
Vapnik [30], [31]. In a simple, the SVM identifies the best
separating hyperplane between the two classes of the training
samples with the plane used is the maximum margins. In this
way, not only an optimal hyperplane is fitted, but also less
training samples are effectively used. Thus, high classification
accuracy can be achieved with small training sets. Given a set
of training (x;,y;), i =1,2,...,1, where x; ER™ and y; €
{—1,1}, the SVM algorithm is summarized as the following
optimization problem:

min

1
wb.¢ G IWIE + C(Zhs &) ©)
constrained to

ywlp(x)+b)=1-¢§, Vi=1,..,n
&§>0,Vi=1,..,n

where w, b, and ¢&; are the weight vector, bias and slack
variable, respectively. C is a constant and determined a priori.
¢(x) is a nonlinear function that maps x into a higher
dimensional space.

Searching for the optimal hyperplane in Equation (5) is a
quadratic programming problem, which can be solved by
constructing a Lagrangian and transforming it into a dual
maximization problem of the function Q(a), defined as
follows:
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1
max Q(a) =Y\, -3 5:12?:1 a;a;y;y;K (x;, %) (6)

constrained to
Yiiayi =0
0<aq;<C,/fori=12,..1

where a = (aq, @y, ...,a;) is the vector of non-negative
Lagrange multipliers. And the Kernel function is determined
as follows

K(x;,%) = ¢p(x) () @)

Assuming that the optimum values of the Lagrange
multipliers are denoted as a,;(i = 1,2, ...,1), then possible to
determine the fit optimum value of the optimum linear w, and
hyperplane vectors as in (8) and (9), respectively:

Wy = Z§:1 ao,iYi¢(xi) (8)
Vi o yiKG,x)+b=0 9)
The decision function can be written as

fx) = sgn(Tios @oviK (x, %) + b) (10)

In this research, the radial basis function (RBF) is used as
the kernel function and the parameters-kernel width ¢ and
regularization constant C were experimentally defined to
achieve the best classification result. RBF is showed in
Equation (11) [32].

floei =l
K(x;,x;) = exp (— Tz’), c€ER (11)
Then did the optimization by using Gaussian Process.
Gaussian Process (GP) is a function that makes it easy and

great in the problem of distribution function. GP can be used
to describe a distribution function.

f~GP(m,K) (12)
where m: X — R is a mean function.
m(x) = E [f(x)] (13)
and K: X2 — R is a covariance function
K(x,x) = E[(f(x) - m)(f(x) - m(x))] (14)

GP performed as many as 30 iterations with Cohen's Kappa
as the constanta function to obtain the C and gamma values as
follows (conf 3).

TABLE Il
SVM CLASSIFIER CONFIGURATIONS
Title C Gamma Weight
Configuration 1 1.0 0.0 1:1:1:1:1
Configuration 2 1.0 0.0 1:13:33:1:1
Configuration3 g5 9.5 1:13:33:1:1
Il. RESULT

Using SVM with default parameter (C: 1.0, gamma: 0.0 and
no class weighting) we got a relatively good accuracy score of
89.85%. The details of the score can be seen in Table IlI.

TABLE Il

ACCURACY OF SVM CONFIGURATION 1
Correctly classified instance 90507 89.8484%
Incorrectly classified instance 10226  10.1516%

But looking at the accuracy as the sole metric for the
classifier evaluation is not enough and can be misleading,
especially on imbalance data. So, we use other metrics
recommended by AAMI for evaluating methods: Sensitivity
(Se), Positive predictivity (+P), and False positive rate (FPR)
in addition to overall accuracy

If True Positive (TP) is number of correctly identified
instances, False Positive (FP) is incorrectly identified
instances, True Negative (TN) is correctly rejected instances,
and False Negative (FN) is incorrectly rejected instances;
these metrics can be calculated from confusion matrix as

following:
TP
Se = (TP+FN) (15)
TP
+P = (TP+FP) (16)
FPR = -2 17)
(FP+TN)

We also use other metrics to further evaluate the classifier,
which is very handy to evaluate classifier with imbalance data:
Cohen’s Kappa statistics [33], and Area under Receiver
Operating Characteristic (AUROC) [34]. Kappa can be
calculated by following:

Kappa = pl"_—_;;e (18)
_ TP+TN

Po = Tpirn+rp+Fn (19)

.= (TN+FP)*(TN+FN)+(FN+TP)*(FP+TP) (20)

Total*Total
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The results for SVM configuration 1 are shown in confusion
matrix in Table Ill. And for the analysis, the results in the
form of all mentioned measurement metrics above can are
shown in Table IV.

TABLE IV
RESULTS FOR EACH SVM CONFIGURATION WITH OTHER METRICS

Configuration

1 2 3

Acc (%) 80.8484 710274  73.00
Kappa 0.0863 0.2322 0.26

N 99.84 7223 7426

_ SVEB 0.00 6851  70.62
Ef; VEB 18.99 5030  59.55
@ F 0.00 0.00 0.00
Q 0.00 0.00 0.00

N 89.93 96.07  96.31

N SVEB ~ 1704 1861
§ VEB 78.34 3439 3564
+ F N N N
Q ~ ~ ~

N 95.02 2513 24.14

= SVEB 0.00 2494  23.00
™ VEB 0.15 3.21 3.05
i F 0.00 0.00 0.00
Q 0.00 0.00 0.00

N 0.52 0.74 0.75

o SVEB 0.50 0.72 0.74
% VEB 0.59 0.78 0.78
< F 0.50 0.50 0.50
Q 0.50 0.50 0.50

(~) symbol in the positive predictivity data (+P) is caused by zero count in
both of TP and FP.

From table IV. we can see that accuracy of configuration 1
result is misleading. If we look at the breakdown of each class
in confusion matrix, we can see that the classifier mistook
95% of beats as N class. This can be dangerous especially in
the medical application. In this area of application, False
Positive in the normal / healthy class needs to be kept at
minimum, since this could lead to omission of the patient who
actually need a treatment.

One of the major suspect of this poor classifier bias is the
imbalance class problem we mentioned earlier. If we look at
the configuration 2, by using weighting on the SVM, the FPR
of the N class is reduced and the sensitivity of the SVEB and
VEB class is improved significantly. Another way to see the
improvements of the classifier without having to check the
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metrics of each class is by using kappa statistics. As we can
see, the kappa is also improved in the configuration 2.

In the configuration 3, we further optimize the classifier by
tuning the hyper-parameter. As we can see the classifier is
improved which can be seen in the kappa and AUROC score,
although the improvements are not significant. We suspect
that this is due to limited searching range and number of
iteration of the Gaussian Process. So, we suggest using a
boarder searching range and use more iteration on the
optimization, although this also means spending more time in
the hyper-parameter tuning.

IV. CONCLUSION

In this paper, we presented an effort to make an Arrhythmia
classifier for Android by using RR based features and three
configurations of SVM. The overall accuracy of configuration
1 is higher than the other 2, but it is misleading by only seeing
this metric. By looking at other metrics such as kappa and
AUROC score, the configuration 2 is greatly improve the
classifier (169% increase on Kappa score). And by using
hyper-parameter tuning we further optimize the classifier as
can be seen on result of configuration 3 (10.5% increase on
Kappa score).

While the overall performance of the classifier is not good
enough, but the use of weighted SVM and Gaussian Process
for hyper-parameter tuning is quite promising to be considered
in future work. We suggest trying different features to
improve the overall performance of the classifier, by still
considering the performance issue in mind, since the aim of
this study is to develop classifier for mobile device. Other
technique such as undersampling and oversampling (i.e.
SMOTE [35]) can be used to improve the classifier with
imbalance data. And finally, to make sure the classifier is well
tested, we also suggest using an inter-patient scheme by
dividing the training and testing data, such as protocol
proposed by [9]. This protocol is more realistic to see the
actual performance of the classifier since the classifier could
be overfitting to the training data.
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