Vol.11/No.1 (2019)

INTERNETWORKING INDONESIA JOURNAL

The Effect of Cache Partitioning and Sharing on
Named Data Network

Leanna Vidya Yovita, Nana Rachmana Syambas, and lan Yosef Matheus Edward

Abstract— The IP network is inefficient to support data
communication. The IP network modifications into a Content
Distribution Network scheme can not accommodate consumer
mobility and consumer demand patterns that is change
dynamically. So that, Named Data Network has been proposed
to focus on content for data communications. The Named Data
Network router comes with a content store for storing data.
The content store size is limited so special techniques are
required to optimize content store usage and keep NDN
performance in good level. In the previous study, the majority
choose data to be stored in content stores based on content
popularity only. Popular data will be prioritized to keep in
content store and the data with less popularity will be deleted
from content store when it is full. This basic technique is known
as ‘sharing-technique’. Sharing-technique is difficult to
differentiate the treatment of the data with more than one
classification requirement. In fact, it is needed to differentiate
the treatment for different requirements classes, not only the
content priority. In this research, simulation is conducted to
analyze the influence of content storage policy with sharing-
techniques and partitioning-techniques. The partitioning-
technique accommodates data storage that considers to the
different class of content and also popularity of the content. The
results of the simulation show that partitioning-technique gives
maximum 36% more cache hit ratio than sharing-technique,
viewed in network level. Partitioning-technique allows
flexibility of class-based settings for content based on the
proportion of content store, while in the sharing-
technique the difference in cache hit rate for content classes is
not significant.
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. INTRODUCTION

HE data exchange using IP network is inefficient. In the
IP network, the user will request the required data to a
certain server specifically using the IP address [1].
Therefore the response to the user request can be done by a
particular server only. Repeated requests from users for the
same data will result in data traffic overloading the network.
Modifications have been made with the Content Distribution
Network (CDN) [2], where a replica server is created which

Manuscript received June 15, 2018. L. V. Yovita, PhD student at
School of Electrical Engineering and Informatics, Bandung Institute of
Technology, (e-mail: leanna@telkomuniversity.ac.id). N.R. Syambas,
Professor, School of Electrical Engineering and Informatics, Bandung
Institute of Technology, 10 Ganesha Road, Lb. Siliwangi, Coblong,
Bandung 40132, West Java, Indonesia (e-mail: nana@stei.itb.ac.id). lan
Yosef M.E., School of Electrical Engineering and Informatics, Bandung
Institute of Technology, 10 Ganesha Road, Lb. Siliwangi, Coblong,
Bandung 40132, West Java, Indonesia (e-mail: ian@stei.itb.ac.id).

stores a copy of the data from the primary server. The
replica server is placed closer to the user. The user request
for a data will be responded by this replica server. However,
temporary data storage methods on the CDN cannot support
user mobility and dynamically change user demands on a
data.

In 2009, Jacobson et al. [3] proposed a new content-based
network paradigm. This concept replaces the ‘where'
paradigm into the ‘what' paradigm. In this paradigm, the user
request is no longer addressed to a particular IP but is
intended for a particular content [3], [2], [4]. This concept
causes the response to the content requested by the consumer
not only can be served by a particular server, but it also can
be served by the nearest device that has the requested data
[5]. To support this concept, the NDN router nodes are
equipped with a content store to store data.

The nodes mobility will be supported because content that
is kept in the content store (CS) can be customized to fit the
user request pattern on content. The changes of user position
cause the content stores have to adjust their CS contents to
suit the user requests in the local area. Data storage on NDN
is more dynamic than the IP network architecture. CS has
limited resources on NDN routers. The size of the content
store affects the delay and number of hops that the packets
have to through to the consumer [6] and this condition affect
the overall network load due to the circulation of data on the
network [5], [2]. Previous studies mostly select the data to
be saved on the content store by considering the popularity
of the content [7], [8], [9] or predicted that the content will
provide the expected target value [10], [11]. The data
storage setting on CS majority is based on the popularity of
a content. Less popular content is not prioritized for saved in
CS. In fact nowadays there are various types of services that
have different requirements, such as file sharing services,
real-time entertainment, web page search, social networking,
real-time communication, and more [12]. A content service
may be less popular but requires low delay so it should still
be considered to be stored on CS. These classes have to
accommodated to support NDN performance.

In previous studies, sharing-technique is implemented in
content store as a techniques to kept a popular data
[13][3][7]- The less popular data in CS will be replaced with
more popular data, when CS is full. Sharing-techniques is
easy to use with only one classification requirement, for
example: popularity. It is need the other technique to
accommodate more than one classification requirement, for
example: class of content and popularity. So that,
partitioning-technique is proposed to accommodate more
than one classification requirement.

In this research it is conducted the testing to analyze the
effect of sharing-techniques and partitioning-techniques to
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save the data in the content store. In sharing-techniques, the
content store is share for every kind of content. The more
popular content is prioritized for storage in CS. As long as
CS is not full, content will be saved. When CS is full, less
popular content will be removed and replaced with more
popular content. In partitioning-techniques, CS is divided
into 2 parts. Each section only stores certain class of content.
In every section, the content will be kept based on the
popularity. The caching performance is seen from the cache
hit ratio on each type of content service.

Il. NAMED DATA NETWORK TAXONOMY

Named Data Network Taxonomy can be divided into 3
components, namely system architecture, service system and
application [14] as in Fig.3.

A. NDN System Architecture

The NDN architecture system includes a content naming
scheme that must be unique within the NDN system. This
naming structure must be unique to each requested package.
The naming structure follows formats such as URIs using the
"[" sign to separate each part of the name.

In NDN, there are two types of packets circulating in the
network, namely Interest Packet and Data Packet [3], [4].
Interest Packet contains content requested by the consumer
and Data packet is a packet containing data from the
producer or other nodes in response to the previously sent
Interest packet from the consumer. The type of packet in
NDN as shown in Fig. 1.

INTEREST PACKET DATA PACKET

Content Name Content Name

Selector Signature

Nonce Signed Info
Data

Figure 1. The type of packet in NDN[14]

Every router in NDN has 3 components as shown in Fig.
2, namely Content store (CS), Pending Interest Table (PIT)
and Forwarding Information Based (FIB) [3][14]. When the
consumer wants an information from the producer, the
consumer will send a request for certain content using the
Interest Packet. This Interest Packet will be delivered from
the consumer, via the NDN router until it arrives at the
producer node. During this forwarding process, each node
will record in their pending interest table (PIT) information
from which face the request came. The information stored on
the PIT is useful for sending the requested data packets back
from the producer or another router to the consumer. If the
NDN router node has stored the requested content by the
consumer in their content store, the packet interest sent by
the consumer will not be forwarded to the producer, but
directly responded by the router node by sending the
requested content. If there is no content in the NDN router
node, the router will check in the Forwarding Information
Base (FIB) table where the request should be forwarded.
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Figure 2. The NDN routers components [3], [4]

=
e B
R
T

Figure 3. NDN Taxonomy [14]

=5
| .
@)
2
-
2]
=
]
i)
18]
()]
-
Q
£
1]
=

B. NDN System Service

Related to the service system, NDN takes care of 3
things, namely routing, forwarding and caching. In the NDN
routing, the network is required to determine the best path at
the beginning of the formation of FIB table, then the
forwarding task is to set the mechanism of packet delivery
from node to node according to data in FIB table. The
forwarding decision can use several parameters, such as link
conditions, round trip time and others. FIB can set interface
priorities for use in sending packets[15]. In addition to
supporting the temporary data storage in the router, there is a
caching mechanism on NDN to store content so that it can
be as soon and as close as possible accessed by the
consumer if needed [3][14]. The content store on the NDN
node store the data temporarily. This causes consumer
request does not have to always respond by the original
server that could be located far from the consumer. The
closest node of the consumer that stores the requested data
can respond to the consumer requesting. There are 3
strategies related to setting up the Content Store, as shown in
Fig.4, i.e. cache placement, cache content selection and
cache policy design. Cache placement determines where a
content will be placed in the network. The cache content
selection determines which content will be stored and what
should be removed from the content store. Cache policy
design, determines the rules that run on the content store, for
example, the various storage portions on the content store in
a node or on the several nodes in the network. In this study,
an analysis is related to cache policy design strategy to keep
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the data the content store of a node router, either partitioning
or by sharing techniques.

CACHING STRATEGY

Cache content selection
determines which content will
be stored and what should be

remaoved from the content store

Caghe placement selection
determines where a content will
be placed in the network

Cache policy design
determines the roles that run on
the cantent storenode

Figure 4. Caching strategy [16]

I1l. RESEARCH MODEL

A. Sharing and Partitioning Technique

In this research, the simulation is conducted to analyze the
performance of caching with the sharing-technique and the
partitioning technique. In this simulation, the data is
generated with 2 class, that is A class and B class. Every
content in A and B class is has different popularity too.

As in Fig.5, in sharing-technique, the content store is
shared to kept the various of data from all of the consumer.
As long as the content store is not full, the data will be
saved. If the content store is full, the data with the lowest
popularity will be deleted. In partitioning-technique, the
content store is divided into 2 part. Every part is only kept
the specific class of data. One part for store the A class of
data and the the other part is only store the B class of data.
Each class has the content with various popularity. The
distribution model of popularity is generated following the
Zipf-like distribution [17]. Zipf-like distribution describe the
number of content with various popularity. There is a
number of data that is more popular than others.

B. Simulation

In this simulation, the performance of content store is
observed from cache hit ratio parameter related to the effect
of different treatment of data class and also based on content
popularity in the content store. In more detail, there is 3
scenario in this test aims to:

1. First scenario : Analyze the effect of cache size
changes on NDN using content store partitioning
and sharing in the content store

a. Randomly generated interest
b. Interest generation  with
distribution

2. Second scenario : Examine the effect of changes in
Zipf-like exponent factor values for generating
interest packets on NDN, using the partition and
sharing techniques on the content store.

3. Third scenario: Examine the effect of the data
storage proportion to cache on NDN

Zipf-like
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Figure 5. Partition and sharing on the content store
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Figure 6. Simulation topology
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The network model used for simulation in accordance
with Fig. 6, where there are two consumer nodes that
generate different interest to request a content. Content store
on the network is used to support this communication by
storing data. The cache rules on the content store are
partitioning-technique and sharing-technique. A partition-
technique separate to store content based on the class of data
in the content store. Each class can only fill the part that
belongs to it only. The second technique is sharing-
techniques where all types can be stored in the content store
without any limitations as long as there is still an empty
space in the content store. If CS is full, less popular content
will be removed and replaced with more popular content.
The simulation parameter as in Table 1. Result and Analysis

The simulation results show that the interest generation
pattern influences the cache hit ratio. In a 1% scenario, the
simulation is conducted with random distribution and with
Zipf-like distribution for interest packet generation. Random
distribution means that consumer generate the interest of
content randomly. Zipf-like distribution means that
consumer generate the interest to request packets following
the Zipf-like function. There are some content that is
requested more frequently than the other. The popularity of
content can be grouped into certain ranks, as shown in Fig.
11. The size of content store is modified from 10, 20, 50 and
100. For partitioning-technique, arranged the same
proportion for the A class and B class of content. For
sharing-technique there is no proportion arrangement. In a
randomly generated interest pattern, the sharing-technique
provides better results than the partitioning-technique.
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The larger the content store size, the greater the cache
hit ratio for each consumer. In the interest generation pattern
using the Zipf-like distribution, the cache hit ratio for
partitioning-techniques in the content store gives better
results, maximum 5% more tha sharing-technique. This is
because the selection of cached content begins to pay
attention to popularity. A Storage of content in the content
store in partitioning-techniques does not interfere with
another content types. The bigger size of content store, the
bigger cache hit ratio because content store can keep more
data. This simulation results as in Fig.7 and Fig. 8

Table 1. Simulation Parameter

Value

10, 20, 50, 100
random dan Zipf-
like al=02=0.7
(for 1t and 3™
scenarios)

Parameter

Cache Size

Interest packet distribution
Zipf-like a1=0.7 ;
a2=0.7, 0.8, 1,
1.2 (for 2
scenario)

50:50 (for 1%t and
2" scenarios),

Proportion of content store 50:50, 20:80,

70:30, 80:20 (for
39 scenario)

Number of content 100
Consumer 2
Producer 2
Replacement LFU

Cache Hit Ratio for Random Distribution Interest
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Figure 7. Cache hit ratio for Random Distribution

The 2™ Scenario aims to analyze the effect of exponent
factor changes on Zipf-like, using partitioning-techniques
and sharing-techniques. The greater the value of the
exponential factor in the Zipf-like distribution, it means that
the probability of consumer request for more popular content
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will be greater, as shown in Fig. 11. It causes the cache hit
value is also greater. With the same proportion of content
stores for 2 different content class using partitioning-
techniques gives the better result than with sharing-
techniques. In testing, the exponent constant value of user 1
is 0.7 and user 2 changes from 0.7, 0.8, 1 and 1.2. In
partitioning-techniques, differences in content popularity
lead to different cache hit rates, but on sharing-techniques,
the cache hit rate difference is not significant, as compared
to partitioning-techniques. The partition gives a larger cache
hit rate, seen from the network level. This value is a total
cache hit rate for each content class. The simulation results
as in Fig. 9 and Fig. 10. It shows that the partitioning
technique gives maximum 36% more cache hit ratio
compare to sharing technique.

Cache Hit Ratio for Zipfl Distribution Interest

0.7 —
15t cons-partition
2nd cons-partition

06} 1st cons-sharing

------- 2nd cons-sharing
05¢
2
= 04t
%
@
S 03}
m
o

02t
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10 20 50 100
Size of Content Store
Figure 8. Cache hit ratio for Zipf-like Distribution

Scenario 3 aims to analyze the effect of changes in the
proportion given for different content types. X-axis in Fig.
12 is a proportion of content store for 1 content class and
2" content class. For example, 20:80 means that the
proportion for 1% class is 20 unit packets to cache and
proportion of 2" class is 80 unit packets to cache. The
whole content store size is 100 unit packets to cache. The
simulation results as in Fig. 12 shows that in partitioning-
techniques, content that gets a large proportion will have a
larger cache hit ratio as well. In sharing-techniques, the
difference in cache hit rate is not significant. Partitioning-
technique allows flexibility of class-based settings for
content based on the proportion of content store.
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Cache Hit Ratio for Exponent Zipf Factor Changes
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Figure 9. Cache Hit Ratio for Exponent Zipfl Factor Changes
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Figure 10. Cache hit ratio for network level
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Figure 11. The probability of request for the data according to the data rank
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Cache Hit Ratio for Content Store Proportion Changes
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Figure 12. Cache hit ratio for CS Proportion Changes
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IV. CONCLUSION AND FUTURE RESEARCH

From the simulation, can be concluded that the
partitioning- technique gives the greater cache hit rate than
the sharing- technique for interest generation conditions
based on the popularity of the content. The value of
exponent constants in the generation of interest using Zipf-
like affects consumer cache hit ratio, The greater the
constant value, the greater the cache hit ratio. The Sharing-
technique is not enough to distinguish the cache hit ratio
despite the popularity of different class of content so that it
is required differentiation techniques content treatment with
the partitioning-technique on the cache to improve the
performance of NDN system. Partitioning-technique allows
flexibility of class-based settings for content based on the
proportion of content store.

For the future research, it is important to accommodate
the different treatment for different classes of content and
more than one classification of requirement in NDN
according to current needs, to improve NDN performance
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